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FOREWORD

The attractive prospect of estimating wind profiles directly from
satellite radiance data is motivated by three factors:

* the abundance of satellite data over areas such as the
oceans which lack conventional data sources

" the cost-effective advantages of obtaining representative
winds in data-sparse regions without additional instru-
mentation, and

* the avoidance of errors associated with an indirect
approach based on collections of temperature profiles
obtained from satellite radiance data by solving the inver-
sion problem.

Several attempts to develop a direct approach have been discussed
in the open literature but have yielded disappointing results. The most
important of these efforts are reviewed in the proposal which led to this
project (Ref. 2) which is funded by The Satellite Meteorology Branch of
the Air Force Geophysics Laboratory. As discussed in Appendix G, an
interim technical report, this project extends previous work by minimizing
a specified error criterion to obtain statistic. , optimal thermal wind esti-
mates. The framework established for incor-. - ting statistical error mod-
els of relevant data sources and algorithm components is also a significant
contribution of the project. ._......
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EXECUTIVE SUMMARY

This report summnrarizes a research project conducted by TASC during GFY88. with ap-

proximately one person-year level of effort. [he central idea behind the project was to use sta-

tistical models of error sources and an optimal estimation theory approach to estimate thermal

rind profiles direcil from multi-spectral satellite soucider radiance data. (We refer to tihe proce-

dUre as the optimal estimation algorithin this report.) Thermal wind profiles contain esti-
inate,, of the vector difference bet\%een the geotrophic wind at each of several altitudes and that

at a ,ingle reference altitude. The reference altitude would typically be at the lower end of the

profile, e.g.. that of a surface %Ind lea,,urement by a ship-based instrument. The project was

motivated hy a need for improved % ind mCasuremnlents in data sparse regions such as cloud-free

area,, o,.er the ocean. If succe,,,full, implemented, the re,,uting algorithmn would provide a coin-

plement to cloud-drift ind estimation procedure-s. Figure ES-I contains a schematic represen-

tation of how an operational optimal estimation algorithm might function.

Section 2 of this Final Report dcmon,,rates clearly that the algorithm generates reason-

able thermal kind profile Cstimates using only approximate first-guess information typical of

what %kould exist in an open ocean region. Figure ES-2 presents results for two initial data con-

dition, along w.ith -avinonde-mea,,ted value, of total wind shear near the estimate location.

The tw~o initial data conditions are: I) using a temperature derivative profile derived from an

analysis field based on rawinsonde data and 2) using a crude approximation to the analyzed

profile typical of what a forecast or analyiP field might provide at an open-ocean location. For

each case, initial profiles (dashed curves) and final estimates (solid curves) are shown. The im-

portant point demonstrated by this figure is that even though the initial data provided much dif-

ferent tirst-guess wind profiles (calculated from the temperature derivative profiles via the

thermal wind equation). the algorithm produced very similar final estimates fruoi he satellite

radiance data.

The total shear data plotted in Fig. ES-2 are rawinsonde-measUred east wind differences

between each pressure level and 850 rnb. Although the shape of the total shear profile is similar

to that of the other curves, it is clear that a significant non-geostrophic wind component existed
in the region. This is clearly a limitation of any wind estimation approach relying solely on

radiance measurements.

ES-I
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Figure ES-I Overview of Optimal Thermal Wind Profile Estimation

Anal ses described in this report ,how that signiticant data sensitivities may exist which

could make sutperiority of the optimal estimation approach over alternate approaches unclear.

For example. a primary alternate approach is to de\,elop (i.e.. estimate) a 3-D temperature field

from a grid of satellite soundings by *tem perature inversion" applied to each sounding. Then

the thenial wind equation can be used to estimate the thermal wind profile from the layer-aver-

aged. horizontal gradients of the temperature field. The computational burden of this indirect
approach is significantly larger than that of direct optimal estimation, due primarily to the re-

quirement for N2 temperature inversions (for an N x N grid of radiance data), and is clearly sus-

ceptible to inversion errors through the numerical derivatives required to define horizontal

temperature gradients.

However, the optimal estimation approach also requires gradient data, in this case the

horizontal gradients of the radiances at each sounder wavelength. Experience with the sounder

data used in the demonstration showed that these gradient estimates can be more sensitive to

the size and location of the data grid than is predicted by error models derived from straight-

ES-2
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Figure ES-2 Thermal Wind Profile Estimates by the Optimal
E'stination Algorithm

forward radiance data models. Recommendations in Section 3.2 focus on examining further.

and reducing sensitivity to, the data variability through additional error model development. If
the.v reductions in sensitivit\ are achieved, then the optimal estimation algorithm will provide a

Uupcrior approach to thermal wkind profile estimation relative to both the indirect approach de-

sLrIhK.d abowe and to alternate direct approaches discussed in Refs. I and 2.
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1. INTRODUCTION

This Final Report of TASC\ Wind Profile Estimation project provides a summary of

theoretical and numerical resLlts obtained since delivery of the Interim Report (the complete in-

terim report iS included in this volume as Appendix G). At an interim project review meeting

held at AFGL in April 1 98S. much discussion focused on the importance of determining the sen-

,itivitv of estimates to various model elements. Accordingly. project emphasis was shifted from

model development to sensitivitx analysis to identify those model components most strongly

influencinR estimation accura,-v. In this wav, future efforts can focus oin the dominant error

contributors.

\o,t activit\ since the Interim Report and meeting has been in three areas: evaluating
the new \kind profile estimation algorithm uing the sample data set: conducting sensitivity

analyses of the algorithms: and comparing the new algorithm with Ohring's method (Ref. 1).

both as to implementation and numerical properties and to parameter sensitivity. Results in 011

of these areas are contained in this tcchnical report.

Section 2 of the report contains four subsections which present the most important re-
suits of the project. The first Nubection decribes calculation of radiance gradient vectors from

the sample data set. Issues of gradient variability With calculation grid size and location are de-

scribed in detail (see also Appendices A. B, and D). Results related directly to the new optimal
estimation algorithm are presented in the second subsection of Chapter 2 and Appendices C

and E. These include an interesting and important theoretical result Which shows that the algo-
rithm, as implemented, scules the first-guess wind profile so as to best fit the radiance field data.

Numerical results (i.e., thermal wind profile estimates) resulting from several initial tempera-

ture gradient profile assumptions are presented in this subsection. The third subsection presents

results of applying (Y 's :vcthod (Ref. I) to the same data set. Finally, the numerous sensi-

tivity result,, are c, 1 :d in the fourth subsection of Chapter 2 and Appendix F.

Delivery of th.i .rt constitutes completion of research efforts for this program. A

summary of the co1,lusions which can be drawn is contained in Chapter 3. While all of the
tasks outlined in the contract Statement of Work have been completed, additional effort vill be

required to fully implement it temperature gradient profile error model for the algorithm. That

1 -1
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2. RESULTS

2.1 RADIANCE GRADIENT VECT0IRS

[i ghl Relution101 In tralrcd RadiAtin 'Soundl~er 2 (HI RS, 2) data selected for analysiswr
from the I11 x I11 arid shI\I II it h0 bo I fn Ii e' 2. 1- 1 .('IontOurI lines inI the figUre are radiance in-

tntisfor (lhe %vihile: channecl s'Clliiil 21 j. (lhe box is located in a rezion of relativelk- low In-

t~ tvfrom th i ~,Channm dic ar nIdIdj1 a JI kl IOiLud -C reeare (Thiis is~ consistent with AVH RR

(12046

6 R-SQ

CONTOURS FROM
0 TO 100
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im tee, ot thele ~o.)Ftc nrc .2 I so%%S the ~z dloca tion \klt il hin a eopol itical mlap of tile

M\edr editerranean revgion1

Ill Appendix A. plot,, of thle data from11 thle NIX ChaneIs~d used Ii this demons.tration are

presented. Table 2. 1- 1 idnti fICI theC channlels and thleir' ceniter, Wa e lenvI hN. There are t\%ol )lots,

Ill :ppelld i.' A for each chainnc I. eaichl contain1112 in lII11 radiance ; Zalues a oI sx scan lililes (the ccn-

ter of the I I sallinies Is In both JAWtS). Scan line, and track aisdistance:S are identified by lo-

cali track- scani coordlatcs ( Il kill) I ri which (0). 0Is at thle northlmv- t corner of the regilon and

(400). 400)) al thle South11east corner. ( Note that thle track-,can axes are rotated at ip-2( 0' rela-

to. e to north-east coordiiiateC-.

Estimates Of thle raZdianlc V-raidients for all channiels were- calcu.lated from local planar

fit-s to the datai surIfalce \ thinl the rCIon01 Of inlter-est. Appenldix I) presents, details- and anl error

2

GM

GIBRALTAR
RAWINSOND

Figure 2. 1-2 Geographical Location of Data Region



Table 2. 1-1 Sumumary of' HI RS,2 D~ata llwed in the Demonstration

U~'2 \.F\t \IBKiI RA- I\ EAK I:R RO0R
I.\I ii [ .W III\(11I f I F;\ Ff Si. De% NOTFS

III\\ 1 c III cm sr I

4 . 21ji i.31 I ; Lull

-() i.7 I

Model 1 or tile e ra Ii:f C nt e I [VOn CCdIL.L ( ,den eutrmaieN depend critical Ivon0e ego

O\ er 'A ih l e plana r tit i made. Re e ,In N CekCH I wa, bised on1 ob-er-Ved \ ariabi I tv Of the e stIl-
ma11ted gains\ hrcinaeadIiain

Fli i~ure 2.f-3 conta i i-dCthe radiMC ne11erdi1Qllt vctCors, compu)Lted at thle gridicen ter-poit us-
in ! -,nd ~m~for channdN, 3 111d 15S. lczirlv the apparent Niope at the center depends very
m1LI uc11 fHil ti! M c c~Cr' % ,1101 thle N lopt:N v 1I utited . F xani ination of vector plots s imiliar to

FILY. 2 Stor all -.i\ cha-1nCIN IreuAI file folloinC:4.

* L-*inL the 3 . ,r ed t,,uk Cl z radicnts much different than those from the
ix Sand lare-er -,rds

I Li L, x ji ad x\ 7 v 'Ids ilNsimli'lar 21radie

I Lini 1 9 x 9 and I I x I I vrid yields similar tgradienlts

* 'rile 9 x 9 LyradienltN are uIsually qite different than the 7 x 7 gradients.

These observatioiN Indicate that the 9 .x 9 (and I I .x 1 I1) grids centered at the center-point
Iof the data revioii Contain data intluc~led bV cIluds. Prelence Of those cIluds waZs also
nldicated by the relative l li hcr channel 2() retur1-1,niear the sou~theast and northeast c-orners of

the data revion (Nee Fig. 2. 1-IL)

TO qJUanti fy the vaniahiIi tv of the radiance Ieradients with po ,itionj of aj 7 x 7 calculationl
urid. mean alue anld standard de, latm istor. Qach channel as the 7 \ 7 grid is moved over the

25 poN sIhle locations within the I I X I I data1 reion are shown in Table 2. 1-2. aloia with the
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Figure 2.1-3 Radiance (Giradient , c.tor,, faed on Planar Fits

Table 2.1-2 Estimated Radiance Gradient Variability wvith Location"'

HI RS,'2 i__ R/_ _.\ _ _ R/_ \R()[ )-I. muiripi.mR
C HA NN F 1. Mean Std. [)Cv. M,., Std. c,. St d.Ic .

3 0.46 1).x 2 o 3.u 2.21
4 -5.3 .9 7.) 12.4 1.37 I V

12.6 21.1 15.3 2I W93
6 -19-5 32.4 24 4 p54 1.06
15 1.3 . I )'2 ().7S

16 I I I. ,  .3 1.4 (J.s)

(I) Units are (mW/m I (m 2 cm Nr)
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corre"Ponld ingmod h Nd' "taid cl rLI c i for tlie 14rad en!il COllpOnelit eStimates. Sample Stan-

dard de\ ations inI Table 2. 1 -2 Indilcate that there 1. s1~fJ( unt va-riability for channels 4. 5. 6 and

I 15 as the center-point of thle 7 .x - arria 11, 1l0\ed abfou( thle data region01. Somle of that variabilitV

is certaiiilv due to the'- cloud elffect-, alrcad% nIoted near thle nothleast and soultheast Corners of

the region. The ,~ample tndard deuviationuNarC sUbstaialll larger than the model-based stan-

dard deviations su~sngthat [Vreence Of thle CIOLIdJN caseN non-negligible ~oe-ro'i

the Planar fit approach to radiance gradienlt c'4inlutionS (See the discuIssion inI Appendix D.2.

After sonime M er c a o.ad CouN i ~tci w\ith tie: Idea of using aIS large an area ais

possible Onl %kilii to ha ~c the gradicli h (MuI ch arc uiscd h tIile sknoptc-scale thennal %,,I nd

equaItionl), it was decided 1o uI-e 2rAientNl' compu)Lted X~n - griCls. Unless Stated otherwise.

aill etinlation resUltN pC1Itcd InI thle r-C', of 01i1 M~N~iiae basedl ntile radiance gradienits es-

mailited at thle cc liter Of the I I X I I Llata re cii LuN i11La . 7 r ci on01 for the planar fit. These gra-

d'enfts are tala ted for_ all Nixclan III In Ila i 2 . 1 - I along %%i th tilie standard de% iationote

estint ion error for cacli channle I ba1Cd onl the1 error_ Mlodl prWented inI Appendix D (e

Ecl. [).2-sj.

Appendix B coiitai n, plotN, Nlio\ nc the iorrnalizecl gradient vectors bas ed onl 7 x 7 pla-

nar fits; centered at each of 27 i gridl 1fbi1 1 for' echII Of thle -,I Ci . inne Is. AkhllLul thiere IS Still

somle variabilt IiI OI in ,eradicilt Li1'i rl ni ioii g thle coni puLted '. e.thle%- do not vary wilIdly

from One glrid point to anlother.

Table 2. 1-3 Estimuatedl Radiance G;radIients at Center of Data
Collctionl Region (7 x 7 Planar Fit)"~

IRS/2 RAIA\cf (,.\JJN i)I, \IU:LTIP1.IFR
C H A NN\FH - . I~ \1 F R(Ii AlN \()kO I !Ii 51(1.Dec

3 1 1T 22
4~~ -4 1

-14.3 2.3I

5 12.1 1 0

16IHI i~3IN (

I t nits -Ile (ITI 111 cmt s



2.2 OPTIMAL ESTIMATION METHOD

2.2.1 Optimal Estimation Algorithm Interpretation

Although01 no0 fundamentalIIIII lv \% new equatios hx )C en e dCl:OVCd wIILhI r-equire modifical-

nion to the description of the optimall eStIIiaion al ri011111 foundL inI Section 3 of the Interim Re-
port (Appendix G). inlpleme ntilton o t the aiglori mu n1 has led to add itional Iins ight regarding Its
nterpretation.

Consider e'uimat ion of the east Component of the thermal \\ ind Nhear (relativre to al fixed
lowest le\ el. ZI) at each ot n 11 k

(The nort h comnp'o 1ent caln N: rea ited 1i a III l arIa ~ n 1, 101. A l11o(M 1) 111 A\ jv)'Id I XC(. thi Is ector

of estimates can be CoinpimLtcd usinge

LI =(R/I t (2.22

Mlhere z is a ve uor of partialder) ac' of the radiance, with recpecct to the v coordinate and R

and f are the eas and Coriolis colntanlts respecti\cv. The optimal set of wkeighting constants is

C, a 0 1P P (2.2-3)

k\ hiere
P r + o 1), (2 2-4)

0 f K)(Qd~ (2.2-5)

(L. = J ~ir)d.iI (2.2-6)

In Eq. 2.2-5. z III (prJfP) where p is the pr'eSur-e level and p,,, is an arbitrary reference pres-
sure. zF is the z %.alue at the (approximate) top of the atmosphere (zr, corresponded to the
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10I mb level in ll 1computations) and K CIis [Ile vctorI of kernel fUnctions definled inl Appent-
di\ (V~

Bv rearranin~z the tactors in the optimial estimiator, Eq. 2.2-2, tile vector of estimates canl
he \\rltten:

Ll- c )( (R/f) (t) (2.2-7)

But thle seCCOnd factor1 1i tiie c Ntlld' mOMc on'A otd con uc L01c1I to thle aN Lmed temnperature

Ll (tb/) U 228

%o. the optimal % md profile criniatt cain h'c \vrItten

\% here d is the scalIar con stant t oLilIflln thle fli- rt actor of Eq. 2.2"- which does not depend onl thle

le'. cis at which cornpm nent, sOf Li areC t j ned.

Now . exa i i ationl of I Iq. 2.2-1) ho. c carl that thle optimial estimate. based on l/ oJ tre
satellite radiaince data. is, ,iimpl\ a scle ' r'lon of thle initial thermal w ind estimate. As- will tie

broch ~d i ted csioof res L :l i. theassliled tlIeperature gradient profile establishes
thle Ohapw of the '. rt cal pri-tlec the ii tie optimal e'~tinmation1 procedure us~es thle radiance gradi-

ent data to scale that profile Ih by1L) ,o as, to best ex\plain those observed gradients.

EqUation 2.2-2 1, hascd on thle error model for thle tempet-ature gradient estimates but

not onl the error in thle asunLll mperacre gradient profile. Therefore the above interpretation

does not establi sh an absolte lim1it Onl thle usefu.1les Of thle -latellite dlata for this application.

O nce at temperature1- graldient poieerror modlel has been incorporated. pro'. ided that those er-
rors, (i.e.. thle variances) chance w. th a111ltiude, some reshaping of the thermal wind-derived pro-

tile can be expected.

2.2.2 Temperature Data and Approximations

File optimal e st imat ion al gori thn i. Eq. 2.2-2. is based l nassumed, meas-ured or es;ti-
mated temperalture and te iiCradtu r-e gradienlt profiles. Tile Gibraltar Isounding taken one h1our
before the satellite radiance ineasUrelcnts, were acquired wa s Used for this demonstration.

27



WIrOCedLreC1 %% hickI could he LIiNd Ii an op~erainl imlnnai ar dl',C~ed brief ly inl Sec-
ion S. The Interini Report. App)endiX Gi. decrl bed the satel I ir radiance data Net. the

1U8\I indsonle data. and th Ie S Inopt I c it~lt 1 1 1 n l on hih thiP, demoil,,tratI in is based inl sonle deta IlI
Figurle 2. 2- 1 contalins thle tClelmratue profile generatMed from1 thle rainillonde sounding:12-' the

Planck funl~ctionIs used InI calclating thle kernel funl~ctionls Were comlpulted Lusing1 tis profile. Plot,,

Of the kernIel utLionII1s tor ec1 hannelI are conta incd in Appendix C. Those profiles, and sev-
eral othlers, shlo\l nIn tis report'. are plotted aptains1t the z variable deli ned in the previouIS SUbsec-

tIth p ld chosen (arhi tra1111 i [0 t he 10 1 3) 1i11.

The aireal co~ eraule ot a te perat[)lireL_ aill% is Onl six i sohdric '.uraCeS %hich was used to

compute temperatur1e gradients, is 1Ilstrated In lie 22-2.h '1 i1.ui-e contalins thle -"( mb N.N.Ic

(- 1 _94
12 Wr

10

PRESSURE 100
(MB)

1000
-70 -60 -50 -40 -30 -20 -10 0 10 20

TEMPERATURE (DEG C)

Figure 2.2-1 Gibraltar Tem pe ratuLre Profile
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0.0

0

10 0 WA00

Figure .0 ~~irprtr nI k(~( h deC

tepraue ildfr-I2f( LC4 lreiI ~ ntroltd oa egb IdgBrd.000kn

aged.vield Figueresett' 2.- WCdint at S50. 700. 500. 300. 2s() an) de 0 bC) 3 u~i

could have been ,elected. ,ince it-, area would approximate the 'i ze of the area over wich radi-

ance P-radiints wvere computedl. Hm~e~ er. wtkas deie htthe 5 X -: ~el ould provide
more Information about theC at110cphere ar1ound and above (ilhraltar. ) The reSUlts- of the gradi-

enit computation are showkn in Fable 2.2-I.

1-9



Tab~le 2.2-1 Temiperatutre G;radIients Based oil a ; x 5 SLubgrid (deg C/rni)

TIE\IPER.-Th RE (,R.*DIL\VS
PRESS. RE F_______

rulb) ZONAL \IERIDI(A)KAL
(Eaist) \nl

2.71 x. o" -l.1 x\ 1-

5.S 7 .x 10 -- s.-2 I( -,

21) 4.22 11) I -3.23 \ 0-6

100Q -2. s$) . IK4 11J)

Phe temiperartire D"'Idici a : a ,I.\ level" 1 \\ c c i pollacd arnd c xtrapolated to produIce
thle Profile-, shownI in FiL,,. 2.-3. Note wellI tilt: 1ierin tIkantlv larger inavnitUde of the north

component \ ilch %\Ill be reflected thr-1191oughot tilt: rcpt:1- I thle cipliais on the ecst cornponent
of the wIid profile estirrate-, Although-1 Computat1101I r.Canl be. anld at,. carried OLut for thle north

component of the thermal winfd profile, the magni trudcs are txpicall I l ithin the "nose" of thle

a~amlable data and ShlId not he considered \ cry Immaieamuwt.

In order to retlect an operational sit1uation1 \\11 ,ith oC real i,1m. thle "exact* temperature
grad ient prof Iles in Fig. 2.2-3 %\cre not us~ed In nimot of thle fOllOWin2 reSUlts. Instead. reasonable:

piecewise linear approximations to the two component,, Were uISed which are representative of

what mrigpht be izenerated from,. for eXample. frctsOf thle temlperature fields in the reg'ion.

FiQure 2.2-4 shows three ditferemit approximation,% ito the (largevr) north component and thle sin-

gle approximation used for thle (,nialler) east componient. each superimposed over the corre-
,spondingz data-derived profile. Senitv of thle ali.0orithml to thle asumed profile will be

indicated by resuliB based onl these three north-conrponent approx imations presented in the

nlext Subsection.

1.2.3 Baselie Optimal Estimation Results

The primary purpose of this section is to establish the baseline case on which the sensi-

tivity reslts presented in the next Subsection are based. Of almost equal importance are the

2-I1)
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1.2 X 10

_(extrapolated value =8.54 x 10 -6)
0.6 X 10

TEMPERATURE 
O

DERIVATIVES 0.0-
(deg/m)

-0C 1 30 9 200 100 10
n m~rbmb ob mb

-1.2 X 10
850 700 1.0 2.0 3.0 4.0

Z = Ln (p./p)

Figm-e 2.2-3 1 m~ruc(idc P-Ofile

1.2 X 10-

0.6 X 10 -T Y_____1

TEMPERATURE
DERIVATIVES 00 -- ' - -

(degim) T

TTY3

/ 500 300 200 100 10
mhb mb mb mb m b

-1.2 X 10 i
850 700 1.0 2.0 3.0 4.0
mb rt

Z = Ln (p0Ip)

Figure 2.2-4 -kpproximitc I emperature Gradient Profiles



ie itsconlcerninc1 dependenIce Of Ilie I 10% opIa ~lLI Cest ilmh' Ik )1120 11111 Oil three t undamle nta
s electio1Ns

*C hoice of thle 2crid h-11 ru0 1 ich tile rad uice Yratdlcen d iit aare derived

* Choice of the [ IRS 2 channels (I.e. ~aeigr1s)Used by thle data prIocess-or'

*Choi0ce of [Ihe initialI Ofe otlte tempera wre gradicint profile.

01.ur 1LSMele case will he baseI onl thle to) lowi tie selections,,

* Radiance izrud kilts ckivipuLted, troinl the 7 x 7 grids (it, di ,CLIssed ini Sec-
[loll .1

* Channels 3. 4. 5. (i. 15i. and 1 6

* The interpolaited temlperatulre PiAdieii profiles" inl 1:,--.23

Selection of thle ~ x - id radialnce gradienlt IIas beenI dI1Cussed Inl Sction 2. 1. Thie six I R chan-

Ilels were chosenl becaus'e their' le\I el f ol C pekelr\contibuhtions a'ppeCar ' ithin the

troposphere and are less likel\ to he iltiLuec11dL b\ earIthl surtace t fedst. Fiiialkl. wileI usinlg the

interpiolated temlperature gradient profile vlia not be: i-eu list ic aple ratioiia II. its Use here as the

basel inie perni ts more accurIate eVa I uarion of tlie a %ow iissll tIIt \ih respect to model

paramete-rs. Detailed investi catiolis, Of thle inlfIluece1 Of thle choice Of aIppro)ximate temiperature

gradient profiles and of channels are siilIniar-ized Inl thisbscton

ResltIIs for The Baseline Case arec summllarized inl Fable 2. 2-2. Inl all of the tables In this

sulbsection, estimates entered onl a linie correspIonldIne to at specific pressture are of thle dijtfre'icc

between the geostrophic Ind componlent at that le\ el and that ait the reference level WO5( mb in1

all cases).- This table display s both the ini1tial thetIIlil mu) h'.d estimate which Is conis,tent with the

Table 2.2-2 Results of' the Baseline Case'"

IN. IT .A\I. 11 t FR \ IA . W I \ D FI NAL. nli RMA!. WIND
PRESSURE. FSTI\I.'TF FSrINIA IF

L E VFL
FA\S F N0 RTI f f FASE NORTH

700m inh 0 o 7.
i00 nib 1460 23.1 4.3
300 rmb 23.4 (1.2 31im 1.5
200 nib 11. 9 tm345.7 2.1
100 mbh 22 7 3i 35.9 5. 2

(1) Wind speeds in m i s
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fl i! h' E Ii pertur crd i I r fi Ic C nId diIC f 11,1 CII elM C wi IICli ire 't its from11 proceSSICin [Ihe sat-

elli t data. Note [Ile ,hn' iticant di ftcre ric: III tile Ic ati%' Ciit of the two winrd components

* (III both thle Iniial anrd fillal th, P, iacIdi cons i 'tit kkit ilhe earlier, comments regard incp

thle muILch ,mnaller rceIIraI~tUre derix an' cInI theceast-\est direction. \Ole also that there is sic-

* ~niticant ditfrence bct'. cci thc in Itial anrd fi ira thermal mAind e ~t mates,. This s the first clear Inl-

di cu iron that the 'atc litc rad ianrce data arc-. InI "0omc Ice i icons tent wi thle in i tIL1.

ceniperaitUre anaix si s field.

Dependence On [remperature (;rad~ient Profile

As nioted earle r.. anl ope ratiornal a I coil tir~ in can not expect to have a Com plete rem ipera-

Ulre gradient profil Icren vd froml irdpnc',0.1ou(1i112s ailMable at frctIrg time,, in or

der to , Lud V the ctft CIot L~n an a Ipo. I m l"1 )I 11a t e profil Ie. tile four1 p iecew%%I Se-l1 i I'a

approx imnations to thet Ii ecpo latcd proti Ic M..lich '..c re shoiro niiI Fli . 2.2-4 are_ used Inl the a11lco-

rithm (TX inI thlt ti-1L.re rc pc uc ri r anl a ppro.\ riia ton to tiic east den vatie and TYI . TY2 and

TY3 airc approximatlovN to tiltc rw()rtli den'I a1ti%'.) Tables 2.2-S ,land 2.2-4 respectively contain the

Mith (02d! wrcld d"ICtei-nra I %.' id c ,t irnatc, haccd on cachr of thiese a pproxirmation,, (as well ais thle

1ha 11 line t'e , ltl f(Wrct vpr o

-\Swo %OId 1 he pe)CILted Il( hc cod CcwNC lineart- approxirmations to theinepotd

rnI~rcmet~ TX arid I 'i) 3) 0Cld reNIIlt, \\ hich arc close to those obtaied LuS'inc the ex\act

inca N-Iud profile at rmotr lcek l [ icn diftcrciiccs ' ilch appear iri the north-comlporrent

ceI Ii.mats do lnot re p:lc cr icr icn de'.m0I' i tior)hca trII thle miagitude aire '.erv small. The

othr- two ca~t-coinl pl iC lit a pproxilI mr oiIs Ire l sInil e,,t imated prot ilt represented bx

Table 2.2-3 Initial Thernial Wind Estiniates"I

FAS (_M1O\rOFNI \ORVNH (O\!P NT

.'\PFRO.\IM \i niNS
TPR F. SS ('R V B.SFA NF~ RASHi INF. T

I F % . 1 :., S I k .D)( \FA\S t RFD)
Ir FN 2 TY I

Th, i 66 '6 1 1 1 2
Z11 111ih I t) .1 1 1 h I
I0 mh 2 4 1764- 11,2 (1. 0
00 2',' 1h 4, 6 1t- ' 13.2

100) 11h 22 -. r 2 6.b hi 0

(h W1(1 "recds 1i i n



Fable 2.2-4 Final Thermal Wind I'stinmats'l

I- I M \ PUN \U\)RII(()!P F T

1 \PPlM.\I MAl [(\S
PRFSSLRKF B*\SF[ IM: [iASf l.I\F

I F\E VF . \IF:\Si RH )i (M FA PS t RH 1-1

1i23. 1 lo. 2 4 S 23ni 9,6
3u m . . 4 6 1) 3- 0 . 1

Itl i lt mb.' 4 1i 1'

I \I ina Ileedk ill Ill

X a Li" d h\ edi t 3CCcx .:V ~bc ae Mone .1h1i tan lLt-1 ro L bnheBase i e e~timate. The Inipo' -

MWi /t I11t is Oth thtwl I hc Inoii al pro/lIo uic u0_101ili to r'j S riu ro 's aui mario/M a11- 5wbitulma//v

diiten t [/;(m rhe Baseline' lintw/ I)'otliorh 11t.11ji C r1r tuu u W an mi/im Ao to thu oeor the Bowseline.

That IN. there is a Coll\rcliclct: lo\\ilrd it Conimon1 prO! ict as at Iresult Of IrOceNNiPR the satellite ra-
diance eradienr data. 1,Set: a! o the Fx eCUIV Stuminav tllad 1.ig. ES-2.

Dependence on Choice of Channels

As indicated abox e. the Nix IR channelIs iii Table 2. 1 - \%were chosen becaulse Of [the lo-

Callon of their peak absorptilonl bds' anld 11teir iFC lrivL) laIck Ot niNMtiV to surface radiance.

The pur11pose Of tis brilet sction iS to preSenl t: neCt Ot r'eNsltS based Onl mbscrs of those six

channels. Ag-ain. only the cast-componlents ot the thermal xx md estimates are considered.
Approximilation T) 2 w\as used tor the temperaIture derliative protile inl this Study to reflect at

nnideal operating condition. Table 2. 2-5 contai ns the: I ix-level profiles; for- six selections of

channel sets alongp with the Ni.\-channctl r-esu11l t rui Fable 2.2-4.

Com11paring Case 11 xx ith the all-channels result indicate& that the omitted channel 4 data

can be eliminated with little eftect .1'r this cuse. On the other hand. while dropping channel 6

(Case I) produces a large chanize inl the estimlated pr-ofile, dr-opping both channels 6 and 15

(Case [11) again produIces a resullt Close to the all-channels reCsul1t. Case IV, another set of fouir

channels. is significantly poorer than Case [ilt. (iases V and VI, which Use only three channels,

produce equally poor estimates.
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Tale 2.2-5 Thermail E.ast Wind( Profile Estimate
D~ependence on Channiel Selection'

( SIM N1, \IHFK iL\\F1 S

AL1 1.
PRESI R. F{ANf sII I IV V VI

lEVEL-1 (tii ... 3.4. 3.4. 3.

fill) 1'- I 4 j 4 3 t)
111mh 240'2 ~ 2 " W

;'i 11h 6~ 14 446 1 13
Mfl n1ih3'H4IS I I , 43

11'0 nIlh 24 11 1 6 H3( t

I W\iund S 'cd- it)In

Ill e.~ani in ii the :1C eLIt it Ii 101. 1d KV n CMI K Md th1t theC Liiidelk 111 Indea is to tind a

linear comihinat ion of t iinctiOntlie 11 rod II tL~ncE ion ,. K, )cLICI that [Ile stat iial Optinmi Zarion

Criterion k Ilil i i iiZed . TIMheefore. LlI,11 intc' ri choe funIIctIOns can onl v ncreas e the ex\pected
NcL~I~rle error. From the pioi nt of %IcK v ot looking tor ani operci- tiai Imiple menotation of thle algI

ili Os ing four1 dillnne I (in - Cald of ix)d ote rs anl 1i nu i nificaiir s;a\j Ill g in coniter time and

data handling requLirIementIs. '10 1' 1ot aI encalM de',i1 eni-Lu. It \kold lie po.Sible to invesri gate

thle contri biti011., Of cdh cIMan ne over al Nt tsica Ilv ie ifc data ;et and make
recommendations tear il e het clioicc for hain -I 1 wacenghs bUt 'such anl effor-t Is be-

yond the scope of this research contract.

2.3 0HRING'S METH-OD)

The approach to mnd shear protile estimlation1 pr-opoed N (Airing. Neeman. and Dun~-

can (Ref. 1) x~as, dl'Cisused in Ref. 2 as a point of departur11e for thle niew optimal estimationl

approach Under investicarion. Iii order to compare resuLlts of the two approaches, the basic algo-

rithm in Ref. I (hereafter referred to as (AIiring's method) is, outlined in tis section. These
equations wilbe useCd aua n later wkhile dIsCusiYngL eniit\Of thle two aleorithmls.

The estimate of die wind shear (east component) between levels z, and z,. is based onl a

* weighted SuIM of mleasured (actually, estimated) radiance griadients just as, is the optimal estima-

tor developed in tis resecarch.

U, (i) = -(R/t) c,1 R, (2-3-1)



wer-e thle ;LII)Cri'pt L Indicate,, IIn etInatc of wInd "Ihcar 0% (:[ 01nC Q1ccif IC atmlo; phleric layer,

and

R= ( - _. k (2.3-2)

(II = number of radiance maueetchal1CS). andl the I sNLrI p-It iC nlaIeshate

Optimal \veighrs depend Onl The aver- thrOLIP-h \1hich the theral- \\ ind-hear is estimated. The

vector- Of \\i62htB. C . Is call L M L to n11111111111e the t0l I I k 1112 I Unct in

I f ) Z_,KC (2.3-3)

\here

The K1. j = I~ii, are the Nanic keic f I I udions ii Lt: I ii the\e optimial estimation approach.

This corresponds to -Method 1- in Ref. 1 . Althloti1 tourI other- mini mit1lation criteria were

ev aluated inI that reference. there w as not a SLtICIent i11vIrOVe:illent uing1 the mlore complex cri-
teria which warranted their Implementation for this Coiniparisoi. Thie optimal weighting vector

is; calculated LuSi!Q.

= \I h,(2.3-5)

whe re

\l f KOKQ (I(,- 2.-b

and

f k() d. i ~ ii(2.3-7)

Tw\o results uIs1iRi Ohrings method are presenited. one using all six H-IRS/2 channels, and

the second using a Subset containing channels 3. 4, and 15. While these two cases will be comn-

pared with results of the Optimal Estimation Approach presented in the previous subsection,

they certainly do not constitute a complete evaluiation of COhring's method for the sample data

set. As wIll be shown. kernel functions for the six HIIRS/2 channels are far from ideal for

2-1I6



apr~mIing thle p1.ke C-Thaped \%C* eilhtIn_ tun~ct'inS Eq. 2.3-4). This condi'tion leads to severe

nu1.merical problems, %%hen nilplenilenr ( )hring's method inl a straightforward manner.

UsIli tile raianllce Vraldien lts COMpuL~ed troiln 7 x 7 grids, (&s discuIssed III Section 2.1)
anid a1ll six HI RS; 2 channelsk reuLlted Ill thle eXtreely pool- estimates of the East thermial wind

w ithin each layer show i Ill [able 2.3-1I. THie reaIson tor this poor re'sulit is that the least-s"quares

problem (set ECI. 23'-S) l [ad t ii n s olution vector. c. for layer I which has a %er

largae nlorm beCau~ .- o; Ale p)oorly conditioned \1 matrix (E:q. 2.31-0). This poor conditioning is a

direct r-esult of the dcpcmidrmc amiong tht: kernel funlCtIOns1 (sece Appenidix C). That is, thle kernel

funl~ctions aire too similar '(1 that there e \it I nealr combinatiow, of thiem which are nearly identi-

callk zero onl each inltervalI of, Ilicte e

That thu es-qae prhlenr has hcen ,okved cor-reetl\ 1, demonstrated inl Figs. 2.3-I

thrloucgh 2.3'-; which likm the (ide l r C t'un~ctionl and thle apprWo.\ ilti IZ ~curve defined bv the
.optlimll Ii near cominailtionl Of thle ',I.\ kernelI utL ionN I1 (-,o1 CI iAceI for ealch Of thle five lay-

ers witin which the thermal win1d I " estlimated. Clearly. thle appr[ox Matrn11 fun~ctOins have large

1101-Zer-o por-tion, nultlide of [Ihe etlimated la e. direct consl'CU :ncL of the enforced minimil-

zatioli of the criterion I ti.onl.

For tie three -hianine caws. thle a pprt xmalit ilil ~ It ions1' dashed hles inl Fi as. 2. 3- 1 -

2.3-5) wille not as, shiarp" in thle reIon-'1 Of thle Ideal plses. alOid mulLch of the large side-lobe

oscllaitions. (See. tor e \aavlple. the muILch smoothe11r curvesC for the t\mo layers above 300 mlb.)

BLut, as shown inl the ri t-hanid coIlumn1 of Table 2.3- 1, tis, three-channel case results In more

reasonaible estI mtesN of die I ast thermal \k inid inl each i aver-.

Table 2.3-1I Ohring's M~ethod Results: East Component

of' Thermal W~ind~

LAN 1'R o CHA-NN EL S 3 CHANNELS

~5)- 700) libt -5.0) 3. 0

-00) :'00limt -132.1 S. I

50() - 3)M! ibl 172. 1 13I.4

300( - 20l( nib 109. 1 ()

210( - 100 fibl -431 .4 5.4
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Table 2.3-2 contains thle calculated coefficiciits for two ty-pical layers for the two cases
and Table 2. 3-3 shows thle East component estimate contribution1S resultingQ from these coeffi-

cienits. Clearly. thle large coefficients, in the six-channel case lead to SUiMS Of positive and

neg~ative terms whose miagnitudes are much larger than the estimated qUantities. This effect is

especially clear in channels 4. 5 and 6. a direct r-eSult Of thle similar kernel functions for these

channels (see Appendix C).

Table 2.3-2 Optimal Coefficients from Ohring's Method (East Component)

LAYER

CHANNEL 850) ml) - 700) ml) 200 nib - 100 mlb
6 channels 3 channels 6 channels 3 channels

3 -5 57 -213 4951 -1381
4 3963 301 -4.05x 10' 193
5 -9731) -- - -6.56x 1)4  - - -

6 4986 ---- 2'. 04x 10 1 ---

15 -5.50x 10' -1.85x 10 4  -4.94x 10 5  -1987
16 4.3 7x 1(5  -- - - -8.19x 105  - - -
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Table 2.3-3 Optimal Ohring's Method Contributions (East Component)

LAYER
CHANNE[. 850 mb - 700 mb 200 mb - I00 mb

6 channels 3 channels 6 channels 3 channels

3 3.4 1.3 -29.7 8.3
4 -7().3 -5 8 780.9 -3.7

5 451.5 --- -3044.8

6 -4() .2 1002.2
15 22.4 2M0.7
10 0.4 7. -(.7 (.8

TOTAL -- i) 3 -431.4 5.4

Finally, Table 2.3-4 lists the estimiate,, for both components of the thermal wind profile

produced by Ohring', method (u,,ing only channels 3. 4 and 15) along with those generated by

the Optimal Estimation Technique. (The Eawt component of this profile was presented earlier in

Table 2.2-5. case \. ) Note that the valuers in Table 2.3-4 are the estimated thermal wind

between the indicated level and the reference, N5O nib. level: the Cast component %alues. for ex-
ample, are obtained from the reCUl'. in IITable 2.3- I b , summing the laver estimates Lip to the in-

dicated pressure level. It ,hoMIIL hC emphasized that there is no fulndamental difference between

Table 2.3-4 Comparison of Optimal Estimation and Ohring's
Method Estimates (Channels 3. 4. and 15)

WIND PROFILE (mi/s)

LEVEL East North
Ohring Opt. Est. Ohring Opt. Est.

700 mb 3.0 4.4 -5.2 -0.4

500 nib 11.0 1(1).3 1.0 -0.6

300 nib 24.5 15.3 27.7 -0. 0

200 mb 31.4 15.9 39.() (.4

100 mb 36.8 9.9 33.0 0.5
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the two formulations (i.e.. laer-by-layer estimate %,,. stlrned-lavcr,,); (hring's method and

the Optimal Estimation approach have much different characteristics, but not because of this

feature of their formulation.

To surmmarize. although ()hrin&s method is, susceptible to numerical difficulties due to

dependent kernel functions, it could be stabilized by using a singular value decomposition

procedure or any silarly robust algorithm for ill-conditioned least-,quares problems (Ref. 3).

The important difference bemeen Ohring's method and the ()primal Estimation approach is

that because the former method is based on obtaining a least-squarcs fit to the pulse functions

(Eq. 2.3-4), its estimated profiles can never achieve a smaller mCan-square estimation error

than those of the latter approach over a representative sample of cases.

2.4 SENSITIVITY EVALUATIONS

The objective of this sensitRiity evaluation is to demonstrate the dependence of thermal

wind profile estimates on algorithm data and parameters. The first subsection deals only with

the new optimal estimation algorithm and uses direct perturbation of the data and parameters to

evaluate sensitivity. In the second subsection. analytical expressions derived in Appendix F for

logarithmic derivatives of the estimates of both the optimal estimation and Ohring algorithms

will be used. These local results describe sensitivity with respect to small changes in the kernel

functions and provide a basis for two interesting comparisons: first. with the large-scale pertur-

bation results for kernel functions presented in the first subsection, and second. between the lo-

cal sensitivities of the optimal estimation and O)hring algorithms.

Results in this section augment the investigations reported ill Section 2.2.2 into depen-

dence of the optimal estimation algorithm on the assumed temperature gradient profile and on

the choice o HIRS/2 channels. Emphasis in this section is onl perturbation of scalar parameters

instead of those more complex algorithm variations. The kernel function sensitivities reported

here are. in fact, also based onl functional perturbations although those perturbations are de-

fined by scalar parameters.
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2.4.1 Perturbations of Data and Parameters

All perturbazi.n, pre-cn;cd in this sc:ction are departures from. the data and parameters

used in the baseline cis,: described in Section 2.2.2 for the optimal estimation algorithn. Sensi-
ti',ities w.ith respect to the follo%,ing data and parameters have been investigated:

* Temperature gradient profile

* Radiance gradients

* Radiance gradient error covariance matrix

* Kernel functions.

Sensiti,,ities were evaluated separately for each item, then a single ruL was made with all of
these items perturbed to assCess the combincd effects in at least one case. Each of the
investigation, required a slightly different perturbation teclnique; these are discussed individu-

ally along with each result in the remainder of this subsection.

Results are expressed in normalized form; fractional (or percentage) change iII the esti-
mate is plotted against fractional change in the parameter. One can define a scalar sensitivitv.

based on a linear model bv

Sj IAu,/u'] / [Apj/p;'] (2.4-1)

where the superscript " represents baseline values. Values of S,, w%,ill be used in the following dis-
cussion when comparing sensitivities with respect to different parameters. Finally. results are
presented only for the effect of perturbations on the zonal (i.e.. east) component of the thermal
wind estimate. Thi,, choice was made because the neridional (north) component of the thermal
wind estimate was too small to be significant.

i) Temperature Gradient Profile Errors

Zonal wind estimates depend on the meridional component of the temperature gradient
profile (Eqs. 2.2-5 and 6). Perturbations were first applied to the temperature gradients
developed from the NNIC analysis fields (see Section 2.2.2) at two individual levels (850 rib
and 500 nib) and then simultaneously at all six levels. For each case. a continuous profile was

generated by linear interpolation between the six levels, just as was done to develop the baseline
profile in Fig. 2.2-3. Because of this procedure, perturbations at one level cause profile pertur-
bations only between adjacent levels: from I0 13 nib (surface) to 700 mb for the 850 mb pertur-
bation and from 700 nib to 300 nib for the 500 mb perturbation.
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Two types of perturbations \%ere used: additive and multiplicative. Additive perturba-

tions are of the form

T)(z,) = T(z,) + (2.4-2)

\where T, represents the partial derivative of temperlture \, ith respect to y (the north coordi-

nate). The perturbation term in Eq. 2.4-2 is alw uvs positive and equal to the selected fraction, (I

of T,(zi). Additive perturbations are characteristic of bias or -drift" instrumentation errors or

data processing algorithm effects. Multiplicative perturbations are given by

Ty(7,) = (I + a) F'(z,) (2.4-3)

where a is the selected fractional perturbation. Multiplicative pertuirbations are characteristic

of scale-factor instrumentation errors or data processing algorithm effects. That these two

forms lead to significantly different ternperature profiles is illustrated in Fig. 2.4-1 which shows

the nominal and both perturbations of the meridional ,'Inperature gradient profile based on a

40% perturbation at all levels.

w 1.2 x 10" - -

W+40% ADDITIVE PERTURBATION> 0.6 x 10 5 -" O IA

- E 0.0 -.-
,

_

_-0.6 x O' 10-5--- .
z . 40% MULTIPLICATIVE PERTURBATION
w
(L
2 -1.2 x 10.5w

-1.8 x 10"5 .

1.0 2.0 3.0 4.0

Z=Ln (Po/P)

Figure 2.4-1 Nominal and Perturbed Meridional Temperature
Gradient Profiles
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Re-, LlIr fi r a~-dd II tI% U I)ClerrrbIuoil, Of I ('. 20%' and 401( in the ent Ire mie rid ionalI temper-

,atur'C Jcrivatl.e profi I on thernia ilv mld esilmates within three layers are summarized inl
* Table 2,4-1 Thle radical ditference between ,enstltl' res. of estimates in layers below 200 tib

anld that inl the 2001 nb t (k(1 nIMb layer- can be unlderstood thr-ough careful examination of thle
* I llat il eq LIdti011',, f 2. ret..\al that the notminal temperature gradient profile reverses

sign % thin thle ig-hl% eniti\ e la~ er. and that sign reversal leads to a perturbation term which

does not exist inl Other laytr,. WVithin thle other layers sensitivity actually decreases with increas-
HIP lper-turbation. almost ~uevdue to numer11iAcal effects.

Addit'~e perlWt)baionN1 of thle nieridlonal telper-atute Gt-adrent at only one le~ el pro-

duced thle results NhO1 il in Fig. 2.4-2. (I)CrtUr-biti the lradient at 8501 nb) atid Fig. 2.4-3. (for
thle gradiet at 501) tub). The positive pcelturbatiotis decreased the thermnal wind estimates inl
'adjacenlt layers. bUt irtcreawcd estinratu', witlit Other layers inl everyN case. Valuies of thle sensitiv
itv coefficient. S. rang~e betweenl 0.20 arid ().-;6 for these petrutbat-ions. That is. the fractional
Clia n ~e ill thle Ce611t- i %ae c-e rual le r than thie fractional cii celi the data by 44%- to 80%C.

\'Iultlplicativ-e pertuttbariotis pt-oduced different sewsitivity characteristics,-. buit sIiilar
sesiivtycoefficienlt ' alutes. PeruinIz-)II- the temperature1- gradietit %va!ues at alle lees has almost

no effect onl the esttnliates,. Trkl is a diirect cotr eqlenlCe Of the approxitmate linearity of the esti-
mate,. inl the temnper-atuLre gradient profile for the radiance !Yradient sensitivity muodel Used
dUringc ti detmonstration. The litleatt IS due to thle fact that. in Eq. 2.2-4. thle diagonal ele-
mnents of thle second miatrix (dependent oi t) ) dotuirtate the ganmtua tulatrix diagonals.

When mUltiplicarke per-turbationls arc aplIed to %ailes at only selected levels, larger.
bitt ,till rather smuall sesdi~is evidenced. Figure 2.4-4 sutulmarizes tile results for pertrba-

tan r the meridinal tetuper-atule derivatie at 50 mib. The S valuies for this case. 0. 1 and
(.19. are typical of those for muILltipl icai\ le per-turbations at other levels.

Table 2.4-1 Fractional Changes ini Layer Estimates
Due to Additive Perturbations

ADDITIVE LAYER 2 LAYER 5 LAYER 6
FRACTIO 'NA L - 70-5()0 tb 3(1(-21( tub 200-10)0 nib

CHANGE

0). 1( -0.042 -0.042 0.31)
1.20 -0.032 -(0.032 0.75
(1.40) -0.002 -(0(003 2. 14



I T j I I I I I I

20

LAYE HS

10 V

z

65b0 100 Mb
.0 1 AYER

z

-10

-15

-20 I I I t I I 1 i ii i i I i

0 5 10 15 20 25 ,0 35 40
PERCENT CHAt4GE IP TEMP i RAO Bl_, Me,

Figure 2.4-2 Sensitivity of Thermal Wind E,,timates to a 85() nb Temperature
Gradient Additive Perturbation

ii) Radiance Gradient Perturbations

The optimal thermal wind estimation algorithm is a linear mapping of the measured ra-
diance gradients into thermal wind estimates. Th.retore. pierturbation of all radiance gradient

channels according to

VR = (VR) 0 (I + a) (2.4-4)

for any a yields a thermal wind estimate scaled by the same ( + (I ) factor. (In effect, S = I for

this case.)
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Figure 2.4-3 Sensitivity of Thermal Wind Estimates to a 500 mb Temperature
Gradient Additive Perturbation

More interesting results are obtained by considering perturbations in each channel sepa-
rately. In fact, it is easy to show that, for the thermal wind estimate within any layer resulting

from perturbing the Jh radiance gradient,

Au = (aj/u") (2.4-5)
U

( )

where aj is the contribution to the unperturbed estimate, u", by iRj/ay. Table 2.4-2 lists the fac-

tor S, = aj/uo in Eq 2.4-5 for each of the six channels used in the demonstration. Channels 5,
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Figure 2.4-4 Sensitivity of Thermal Wind Estimates to a 850 mb Temperature
Gradient Multiplicative Perturbation

6 and 15 are clearly the major contributors to the estimates, therefore exhibiting the highest

sensitivity.

iii) Radiance Gradient Error Variance Perturbations

These parameters, the diagonal elements of the radiance gradient estimation error

covariance matrix, r in Eq. 2.2-4. were included in the perturbation analysis because their
"correct" values would vary considerably in an operational system due to variations in the
radiance-measuring instrument, the geometry of radiance measurements, and possibly atmo-

spheric conditions. If these variations were modeled accurately, significant changes in the error
variances could result. (Of course, an implementation of the algorithm could ignore the
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Table 2.4-2 Sensitivities with Respect to Radiance
Gradient Components

CHANNEL S

3 0.0029
4 0.0216
5 0.2948
6 0.522()
I5 0.1645

16 0.000

variations and use a conservative. but incorrect, large variance in all conditions. Consideration

of this alternative is beyond the scope of the current stUdy.

For simplicity, all diagonal components were perturbed by an identical scale factor. This

is representative of the effects of altered radiance data location geometry, but With the individu-

al channel error variances either remaining fixed or scaling equally. Results for this investiga-

tion are presented in Fig. 2.4-5. The relatively small sensitivity of estimates to these parameters

is dramatically indicated by the Iogoartlhnic scale on the abscissa. Note that for scaling by factors

less than 1.0. the sensitivity remains zero. The extremely small sensitivity for factors less than

100 is a consequence of the P matrix (Eq. 2.2-4) being dominated by the OW' term rather than

the F matrix.

iv) Kernel Function Perturbations

Kernel function perturbations are the most critical of those considered because of the

known sensitivity of the kerne, functions themselves to variations in the temperature profile on
which they are based. Because an operational implementation would, of necessity, use at best a

forecast of the temperature profile at the time of data collection, this known sensitivity could

lead to significant thermal wind estimation error.

Kernel function sensitivity to temperature variation was investigated analytically by dif-

ferentiation and numerically by making finite perturbations in the temperature data. From the

kernel function formulas found in Appendix G, one can show that (approximately):

S-j(z) - Az) (ZK _ c2v- 2 (2.4-6)
Kj(z) Tff - T(z)
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Figure 2.4-5 Sensitivity of Thermal Wind Estimates to Radiance
Gradient Error Variance

where

C2 = hc/k = 1.439 cm deg (2.4-7)

01 and k are the Planck and Boltzrnan constants and c is the speed of light), and T(z) is the ac--
tual temperature at the level, p(z), of interest and vj is the wave number (in cm - ') of channel j.
The maximum error in Eq. 2.4-6 is under 6% and occurs at that z for which the temperature is a
minimum and for the minimum wave number channel U = 3). Applying Eq. 2.4-6 yields the
(infinitesimal) sensitivities summarized in Table 2.4-3. Recall that STj = 2.0, for example,
means that a 1% change in T(z) would cause a 2% change in Kj(z). Thus, the sensitivities in
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Table 2.4-3 Sensitivity of Kernel Functions to Temperature

CHANNELS SENSITIVITY (S-rj) RANGE

3. 4. 5. 6 1.5 < S -j < 3.0

(small wavenunbers)

15, 10 9.0 < S-1 < 13.5
(large wavenurnbers)

Table 2.4-3 are indeed large. However, a 1'% change in temperature is, in fact, quite large rela-

tive to typical temperature uncertainties for nominal temperatures between 210' K and 2890 K.

If a profile were in error by 1 K over its entire length (i.e.. less than 0.5%), the percentage

change in KJ(z) would be on the order of 0.8' and 4'C' for the low and high wave-nurmber chan-

nels, respectively.

For the numerical investigation of kernel function sensitivity to temperature. equal (posi-

tive) percentage changes were made to the entire temperature profile, the resulting perturbed

kernel functions computed. and the 'eraye percentage deviation of Ki(z) from its nominal val-

Lies between z = 0 (the reference pressure level. p = 10 13 nb) and the top of the atmosphere was

calculated. Figure 2.4-6 contains plots of this average sensitivity for channels typical of the

smaller wave numbers (channel 3) and larger wave ntumbers (channel 15). The dramatic differ-

ence in the behavior of these two cases is due to the effects of tile exponential. exp{cvj/T(z)}.

which appears in the Planck function factor of the kernel function formulas (see Appendix F).

Clearly, the extreme sensitivity of the hgher wave number channels already apparent in the in-

finitesimal sensitivities in Table 2.4-3 is even more evident in the finite perturbation results. As

a result, an operational implementation of the optimal estimation algorithm examined in this
project should attempt to use relatively smaller wave number (i.e., longer wave length)

channels.

Finally, the impact of uniforn percentage changes in the kernel functions on the thenmal

wind estimates is shown in Fig. 2.4-7. Estimates are most sensitive to channel 15 for which ST =

0.5 for up to a 26% change in the kernel function (at all values of z). Perturbations in all chan-

nels, which would be the case when perturbations were due to a temperature profile error, lead

to ST = 0.8.
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The investigation presented here did not pursue the obvious next step, calculating esti-

mate sensitivity due directly to temperature profile perturbation, because realistic perturbation

profiles were not available during conduct of this study. Because of the relatively large sensitiv-

ity of the higher wave number channels, it is extremely important to assess this sensitivity. Real-

istic temperature profile perturbations, rather than arbitrary constant percentage perturbations,

should be used in the study to avoid raising unrealistic concerns due to improbable or impossi-

ble parameter perturbations.
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I) All-Parameter Perturbations

To evaluate the effect of all parameters being perturbed together in one simple way, ad-
ditive perturbations of the complete collection of parameters discussed il this section were
made simultaneously. Consistent with previous reSults, the percentage changes in thermal wind
estimates across the lower four layers were different than that in the topmost (200 mb -

100 nib) layer. 'Table 2.4-4 sumarizes results for perturbations up to 20' . Note that the frac-
tional change for the sum over all layers is less than that over the fIirSt four. This occurTed

because the estimate in the top layer becomes more negative bv 30%(-. therefore countering
m1uch of the positive (11.2c') perturbation over the lowver layers. The sensitivity (S) values are
included in the table to demonstrate the non-linear nature of the perturbation effects. That is, as
the perturbation magnitude increased from 5'- to 20%C*. the ratio of the estimate changes (over
all layers) to the perturbation magnitude actuall\ decreased slightly.

It should be emphasized that although the above ,imple experiment does provide some
useful insight into the effects of mltiple parameter perturbations. global conclusions regarding
sensitivity cannot be drawn from these results. To obtain a more general description of parame-
ter sensitivity, at least two steps should be taken. Fir.t. the uniform perturbation of the kernel
functions should be replaced by a model of typical temperature profile uncertainties. This
should be a statistical model which represents correctly the correlation between temperature
perturbations at different levels in the profile. Second. a Monte-Carlo procedure should be used

Table 2.4-4 Fractional Changes in Thermal\ Wind estimates
(All Parameters Perturbed)

PARAMETER PERTURBATION
LAYERS 5 ICJ% %,

2-5
Per-Layer 0, 11 0.24 0.53
Summed 0.11 0.24 0.53
Sensitivity (S) 2.2 2.4 2.65

6
Per-Layer 0.30 0.68 1.76
Summed 0.06 0.12 0.20
Sensitivity (S) 1.2 1.2 1.0
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to sample perturbations from assumed. rea,,onable distributions of parameter uncertainties, and
the distribution of the reulhing estimates examined. Parametric models of those distributions
would then provide a convenient way of expressing the optimal estimation algorithm's sensiv-

ity to parameter perturbations as a function of assumed models of the uncertainties in t!-nse

parameters.

2.4.2 Ainalic Sensiiivity Results

i) Optimal Algorithm Sensitivity

Equations F.1-3 - F.1-9 %,hich define the logarithmic or fractional sensitivity of each
component of the thermal wind estimation vector, u, with respect to each of the ken,c! func-
tions. Kj, were evaluated for the Baseline Case defined in Section 2.2.3. The results contained
one surprising but. on reflection, reasonable result and provided valuable insight into interpreta-

tion of the perturbation results.

The surpriing result is that all rows of the sensitivity matrix are identical. implying that

the sensitivity of the estimate P, independent of the (upper) level. z. Table 2.4-5 shows the calcu-
lated sensitivities. Since these nunmbers represent Ioaurithmic derivatives, they should be inter-

preted as ratios of fractional changes. For example,

( ) 6 1( AK3W) (2.4-8)

Table 2.4-5 Kernel Function Sensitivity Matrix: Optimal Estimate of
East lienal Wind Component

KERNEL FUNCTION COMPONENT (CHANNEL)
LEVELS

3 4 5 6 15 16

700 mb
500 mb
300 mb 0 0.011 -0W013 -0.072 -0.056 -0.18 -0.036
200 mb
100 mb
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vhere. on tile right-hand side. the ratio is constait for all value, of z and tile subscript indicates

the kernel function for channel 3. Lack of dependence of the sensim itv on the level is due to the

normalization in Eq. 2.4-8 and is consistent with [:q. 2.2-9 which sho\ ed that the kernel func-

tions affect the estimates only through the scalar, d, which is independent of level.

The sign pattern (channel 3. +. all others, -) of the sensitivities is consistent with the

signs of the weights, c,. used to form the optimal thermal wind estimate. The relative magni-

tudes of the terns are consistent with the relative magnitudes of the sensitivities displayed in
Fig. 2.4-7. The absolute magnlitudes of the sensitivities arc much lowver in I able 2.4-5 (by a fac-

tor of two to three). This is due to nonline:ir effects which drove the earlier perturbation results

but is not important in the infinitesimal case.

ii) Ohring Method Sensitivity

The ,ensitivitv matrix for Ohring,", method i, computed uing Eqs. F.2-3 - F.2-9.

Table 2.4-6 contains this senitivity mJ,,ix for the three channel e,,timation case (see

Tables 2.3-2, 3. and 4). The contrast with the preceding case is clear. The sensitivity varie, with
the upper limit of the layer over which the estimate was formed (the lower limit was 850 nib in

each case). More importantly, the magnitude of the sensitivities are much1 larger in the Ohring

method sensitivity matrix. This is a significant result, provided it can be shown to hold over a va-

riety of cases (i.e.. data collection geometries and channel frequencies).

Table 2.4-6 Kernel Function Sensitivity Matrix: Ohring Estimate of
East Thermal Wind Component

KERNEL FUNCTION

LEVELS COMPONENT (CHANNEL)

3 4 15

700 nib -0.35 0.97 -0.33
500 mb -0.16 0.55 -0.16
300 mb -0.087 0.36 -0.056
200 rub -0. 11 0.38 -0.040
100 nib -0.22 0.54 -0.059
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3. SUMMARY AND RECOMMENDATIONS

This Final Report has presented theoretical results and summarized a demonstration and

sensitivity analysis of an optimal estimation approach to thermal wind profile estimation. The

most important features of th., approach are:

Direct estimation of the thermal winds from radiance data without intermediate
temperature profile estimation

Thermal wind estimates which are based on error models for all data used by the
algorithm

Thermal wind estimates which minimize the mean squared estimation error.

The demonstration was based on a single set of radiance data and therefore did not support

assessment of the mean-square error properties, of the optimal estimation algorithm. Important

conclusions which can be drawn from the demonstration are described in the following subsec-

tion. Recommendations regarding further work are presented in the concluding subsection.

3.1 CONCLUSIONS FROM THE DEMONSTRATION

Radiance gradient calculations - Since the optimal estimation approach requires ra-

diance gradients for each channel as input data, a preprocessing step is required ,o estimate
these gradients from radiance measurements over a grid. During the development and demon-

stration, more time and effort was spent than expected on radiance gradient computation issues

due to the observed spatial variability of calculated radiance gradients. Our conclusion was that

additional effort would be needed to develop a robust algorithm for radiance gradient calcula-

tions. A planer fit approach was adopted for radiance gradient estimation which can be adapt-

able to an operational environment. That adaptation will not be trivial, however, since it must

deal with arbitrary data-array shapes, missing data points and quality control to avoid cloud-con-

taminated data.

Temperature and temperature gradient profiles - The sensitivity results clearly indicate

that these are important input data to the algorithm. For an operational system, they would be

derived from temperature field forecasts or based on persistence of a previous analysis field.
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Whether or not temperature profile uncertainties are critical to SUccessful application of the al-

gorithm depends to a large extent on the form of typical temperature error profiles. As described

in Section 2.4.1 (iv), kernel fiUctioiis are quite sensitive to bias-type temperature profile pertur-

bations. That analysis should be extended to realistic profiles of temperature deviation.

The precise nature of the algorithm's dependence on the assumed temperature gradient

profile was revealed by the new result summarized in Eq. 2.2-9. For the estimation algorithm im-

plementation used during this investigation, the form of the wind profile estimate is completely

determined by the initial temperature gradient profile. Processing the satellite data will scale the

thermal wind corresponding to that profile so as to best fit tle actual thermal wind profile in a

mean-square error sense. Note. however, that this conclusion would change if a vertically vary-

ing error model for the uncertainty in the temperature gradient profile were included in the im-

plementation (see next paragraph).

Temperature gradient eiTor model - It was originally intended to develop and imple-

ment a model of the errors in the assumed temperature gradient profile for use in the algorithm.

By the midpoint of the project, however, the extra time spent on radiance gradient calculations

and the desire for a thorough sensitivity assessment, necessitated delaying that development.

Without that error model, the resulting mean-square error estimates are unrealistically low and

have not been discussed in this report. (Typical values are I mi/s or less).

Preliminary work was conducted on the temperature gradient error model; completing its

development requires only selection of specific functional forms for uncertainty variations with

altitude and cross-correlations between deviations at different levels. Equations describing the

algorithm with this model included have been developed. Their implementation is more difficult

than that of the radiance gradient error model, but is a ,traightforvard task. Completing this im-

plementation would be a key part of further work toward operational use of the optimal estima-

tion approach.

Channel and Algorithm Sensitivities - There are two important conclusions which can

be drawn from the numerical perturbation and analytical sensitivity results. First, it is clear from

the kernel function sensitivities that the thermal wind estimates are most sensitive to uncertain-

ties in the kernel functions for the higher wave number channels. Therefore, an operational im-

plementation of the optimal estimation algorithm should use data from channels sensing

radiation at the longer wavelengths. Of course, this criterion must be balanced against the
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requirement to use a sufficient number of channels to provide sensitivity to the horizontal tem-
perature gradients within the altitude bands of interest.

Second. analytical results sho%%ed that the optimal estimation algorithm was much less sen-
sitive than Ohring's method to kernel function uncertainties. While this result was based on only
one case (one data set and one set of channels), it is consistent with the optimal algorithm design
whichi minimizes a functional (Appendix G, Eq. 3.1-19) which is less sensitive to the kernel
function than that used by Ohring's method (Eq. 2.3-3).

3.2 RECOMMENDATIONS

The following specific recomniendations are made as a result of the experience gained in
this project. The ultimate objective toward which these recommendations lead is a prototype of
an operational implementation of the optimal estimation algorithm for thermal wind profiles.

i) Complete development and implementation of an error model for the initial
temperature gradient profile uncertainty.

ii) Investigate algorithm sensiti%,ity to realistic temperature profile uncertainties.

iii) Use supporting satellite images to evaluate carefully the effect of clouds in
the regions surrounding the locations at which the thermal wind is estimated
in a representative data set.

iv) Conduct a Statistical evaluation of algorithm perfornmance over a suitable
data set.
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APPENDIX A

RADIANCE DATA

This appendix contains 12 plots, 2 for each of the 6 HIRS/2 channels used in the demon-

stration. Each plot shows radiance data along each of 6 scan lines, either the ipper (more north-

erly) or lower (more southerly) 0 scans spaced approximately 40 kn. apart. The abscissa (scan

axis location) increases in the easterly direction. Recall that the scan lines are rotated approxi-

mately 200 to the north of due east (see Fig. 2.1-2).
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APPENDIX B

RADIANCE GRADIENT ESTIMATES

The six plots in this appendix show tile spatial variability of the radiance gradient vectors

computed from the data using a planar fit over a 7 x 7 grid centered at each of the 25 locations
in each plot. Thus an adjacent pair of gradient vectors (along the same scan line or the same
track) were computed from grids containing 36 common points. The plots contain qualitative in-

formation only; magnitudes were normalized so that the longest vector fit within the rectangle

which represents the (approximate) 40 km x 40 km grid. The unequal scales on the north and

east axes distort the true angular orientation of each vector.

Clearly, spatial variability varies significantly between channels. Channel 3 gradients
show little magnitude variation while Channels 4, 5 and 6 have ubout identical large magnitude

variations. Channel 15 varies widely in both magnitude and direction.
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APPENDIX C
KERNEL FUNCTIONS

The two plots in this appendix display the kernel functions. Ki (z), used in the demonstra-

tion. They were computed from the formulaS presented in Appendix G using the Gibraltar

measured temnperature profile, Fig. 2.2-1.
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APPENDIX D

RADIANCE GRADIENTS FROM PLANAR FITS

The Interim Report, Appendix G. presented an algorithm for computing radiance gradi-

ents from the array of measured radiance values based on a Cubic spline fit to the raw data field.
Examining resuts of that algorithm using the supplied data led to concern regarding the vari-

ability of the results. In order to reduce the effects of measurement errors and modeling ap-
proximations, slopes of those bicubic spline fits were averaged over specified subsections of the
complete data grid (e.g., over a 5 x 5, 7 x 7 or 9 x 9 array). Observed variability was unexpect-

edly large and not consistent with the assumed measurement noise models.

To avoid further lo ,,; of time while tri:g to resolve the issues raised by the cubic-spline
results, an alternative, simpler procedure was installed based on planarfits to the observed data
values over specified subgrids. This appendix presents the equations which implemented this
procedure and, most importantly. the corresponding error model for radiance gradient estima-

tion error consistent with that procedure. Results of this procedure, summarized in Section 2.
while still showing some variability with sub-grid size and location, are much more consistent
with the assumed radiance measurement error model.

D.1 PLANAR FIT ALGORITHM

The planar fit algorithm is based on the following problem formulation:

Given: R(xi), Radiance measurements at one wavelength at position
x,. i = 1,...,N , where x = (x1 , x2) define a two-
dimensional regular grid

Find a plane:

f(x = a + bx1 + cx 2 = d T X, (D.1-1)
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wliere:

x' ( I .x x, )r and dT  (a b c) (D.1-2)

Such that:

J1() = > [R(.j - r(x,)I1 (D.)-3)

is minimized.

This straightforward least-squares problem has the well known solution

d = A-' e (D.1-4)

in which the 3x3 matrix A and the %ector e are as follow\s.

1 ~ ~xl, 2

A l , xj, xIi\ , (D.1-5)

I~I

e . ,(D. 1-6)

Equation D. I-I defines a plane w% hose gradient, (b c). is an estimate of the radiance gra-
dient at the center of the data grid expressed in the data grid coordinates. These coordinates
were along the track and scan axes (x, and x, respectively) of the satellite data collection path.

Since the ind profile estimation will be conducted in an (East. North) coordinate systern, the
above gradient vector is rotated by the following transformation:

( sin 1j, cost1.) (D.1-7)
COS V/ ,Ill 1/))

where V) = counter-clockwise angle from the East axis to the scan axis. In this formulation, it is

assumed that the track and scan axes are orthogonal. The actual track and scan axes were
slightly non-orthogonal, with deviation Lip to 2' in some parts of the data collection region. The
orthogonal approximation will cause a very slight etvor in the direction and, to an even smaller
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extent, magnitude of calculated radiance gradients. These errors are far below the noise level of
the radiance gradient estimates.

Software wa, written and tested implementing Eqs. D.1-4 - D.1-7 for user-selected

square subgrids located anywhere \within the complete 11 x 11 grid selected for analysis. Results
are presented and discussed in Section 2.1.

D.2 PLANAR FIT ERROR MODEL

The error model for radiance gradient estimates computed by the above procedure is
derived from two sources: the measurement error model for the radiance data and the modeling
error implied by the planar fit. To preseit the error model in a compact form, the radiance gra-
dient estimates are w.ritten

VR r = HR (D.2-1)

kk here

H = T(i,) (X X )-1 x (D.)

R = R( R~x). R(xs\), F (D.2-3)

and

X= Y'V (D.2-4)

Now,

R = R-+ R (D.2-5)

where the subscript T indicates the vector of true radiance values and tile last term is the meas-

urement error vector. Therefore

VR' = HRr + HR (D.2-6)
and

VRr = (VR')T + 1-'r  (D.2-7)
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xMhere in Eq. D.2-7 tile gradient is expressed as a sum of the true gradient \,ector plus the error

term whose covariance will define the error model. If the true radiance values actually do, in

fact. lie in a plane. then there is no ,nodeling error (referred to earlicr) and the first terms on the

right hand sides of Eqs. D.2-6 and 7 are equal. In this case. the error model is

F = Coy (VR) = H Coy (R)H' (D.2-8)

Results presented in this report are based on the asS,,umption that modeling error can be ne-

glected (so that Eq. D.2-8 holds).

Fl-e covariance of the radiance data vector error. R. in this equation is exactly the same

as the D matrix discussed in Section 2 of the Interim report. All analysis results reported in this

documeilt used a (1 matrix based on parameter values (measuremenit error variances and corre-

lation distances) stated in that report.
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APPENDIX E

PROOF OF ALGORITHM VALIDITY

The objective of this proof is to demonstrate tile consistency of wind profile estimates.

i.e.. that in the absence of noise and numerical error, the algorithm will produce the correct

thermal wind estimates. A special ca,,e of conistency was shown earlier in the Interim Report

(Appendix G). Though the simple linear form aSsumed for the temperature field in that special

case was useful in the simulation-based check of the wind profile estimation algorithm, it was.

in fact, not required in the analytical proof that wind estimates converge to the true themial wind

in the limit as the radiance gradient eTor covariance matrix F approaches the zero matrix.

The critical step in the proof is recognition that. for any continuously differentiable tern-

perature field. T(y.z) (,since we are presently examining only the east component of the thermal

wind, the x dependence is not indicated), the following relationship holds:

g == (E-l)

where both sides of Eq. E-I were defined in Section 2.2.1. Note that distinct symbols are re-

quired on the two sides of Eq. E- I because g is based on radiance measurements whereas 0 is

based on the assumed temperature gradient.

To prove that
lim U = 

(E

F -
(E-2)

it is uifficient, via Eq. 2.2-7 and 2.2-8, to prove that

lim g, P-0 I (E-3)

i.e.. that

lim 0 r P- 1 (E-4)
F - Ea

by Eq. E-1.
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The remainder of the proof folloNs verbatim that for the: linearly varying temperature

field, Applying the Shermian-\1orrison formuILla (Ref. 3) to Eq. 2.2-4. P-' is given by

Now. the left side of Eq. E-4 can be expressed as

tim (ol P'1 t))
r - 0

tim71 01 1'- r-l +l F' 6 -I] (E-6)

which becomnes

I'm (t, P- o) him 1( 011-j0 1'' (E- 7)
IF F i Ilrl

ThuIs the thermal wind e,,tiiatc U aIpproaches thle true valuie L!'" as the radiance gradient

error covariance matrix approaches zero. This resltI not only provIdes theoretical justification

for the algorithm. bUt also enables a check for vertical discretization and numnerical integration

errors.
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APPENDIX F

SENSITIVITY EQUATIONS

Although the most important results regarding robustness of the new optimal estimation

algorithm are based on actual algorithm executions using perturbed parameter values, sensitiv-

ity equations based on linearized equations provide important theoretical results in a cost-

efficient manner. These linearized sensitivity equations are presented in this appendix for both

the optimal estimation approach and for Ohring's method. Numerical results based on these

equations are presented in Section 2.4 aloira with algorithm perturbation results.

F.1 SENSITIVITY Of THE OPTIMAL ESTIMATION ALGORITHMI

Sensitiv ity equationS can be derived for any of the algorithm parameters or data values.

This section presents equations only for the sensitivity with respect to values of the kernel func-

tions, K,(z), because tllo,,e functions depend on the most important input information, namely

the nominal temperature profile. tile Planck functions, and the absorption profile (see Appen-

dix G). Sensitivity equations with respect to the assumed temperature gradient profile could be

derived in a similar manner.

There is one important technical point in tile following derivation that should be noted.

The kernels, Kj(z) are functions of z, so a functional analysis viewpoint (using a Frechet

derivative, for example) should be used to express sensitivity with respect to the "kernel func-

tions". As an alternative, simpler approach, the following derivation is based on an approxi-

mately uniform fractional perturbation throughout 1(, zT-.

The sensitivity equations are based on a logarithmic derivative of the estimates. i.

(Eq. 2.2-2) with respect to each of the kernel function components. So. there is a n x m matrix

of sensitivity functions defined by:

Sr In U^ (z) (F.I-1)
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The ijh element of S is given by

S, R K_ i C(z,) i= 1 ..... n (F.-2)
= -f ur(z,) -K) g j = 1.....m

By extensive but straightforward manipulation, the following formula for the complete

sensitivity matrix results:

S R (if ( t -/3 C) K,, (F.1-3)

where

(l= ,f y ( )d (F.I-4)

U[) = Diag(I/u(z,)l (F.1-5)

= p-1 g . t = ( - C 0 (F.1-6)

(C is given by Eq. 2.2-3 and L by Eq. 2.2-6),

= (F.1-7)

and

KI) = Diag (kj) (F. 1-8)

where the diagonal elements are constants.

k Kj ( ) I d (F.I-9)
ZI'  .J

F.2 SENSITIVITY OF OHRING'S METHOD

The approach used to develop a sensitivity equation for Ohring's method parallels that in

the previous section, with a few necessary modifications. Since Ohring's method is formulated

to yield layer estimates (Eq. 2.3-1) we define the vector of summed estimates analogous to that
produced by the optimal estimation approach as follows:

do = L j, (F.2-1)
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%%here u1, is the vector of estimates calculated using Eq. 2.3-1. and the matrix L has elements

S(F.2-2)

So, tile sensitivity matrix for Ohring's method is

S = -(R/t) U() L (tt! ) CO) K[) (F.2-3)

where Uois a diagonal matrix analogous to Eq. F.1-5 but containing Ohring's summed esti-

mates, uio, and K1) is again given by Eqs. F.1-8 and F.1-9. The other terms are:

tI(= Az - C 0 k (F.2-4)

where

Az, = z, - z,. i = I ..... n, (F.2-5)

k = f K( )d . (F.2-6)

t2() M- 1 Ry (F.2-7)

wvhere M is given by Eq. 2.3-6,

k_ t2o (F.2-8)

and finally,

C() =(F.2-9)

where c, , i = 1 ... , n, are given by Eq. 2.3-5.

The similarforms of the Ohring and optimal estimate sensitivity matrices should not be

surprising because of the outwardly similar form of the estimators. That their numerical values

are much different is shown in Section 2.4.
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1. INTRODUCTION

The need for determining wind fields in data-sparse

regions has prompted several investigations into the use of

satellite radiance data for wind profile determination. Ref-

erences 1, 2, and 3 describe methods which compute thermal

wind directly from radiance measurements, avoiding the error-

prone path of first determining temperature profiles (the

inversion problem) and then computing thermal wind via the

thermal wind equation. The present effort extends previous

work (notably Ref. 1) by formulating an optimal estimation

algorithm based on a statistical error minimization criterion.

Statistical models of error sources in the data collection and

data analysis processes are an integral part of the formula-

tion. In this report, only the radiance gradient error model

has been defined. The algorithm structure can accommodate

error models for temperature gradients and frequency-dependent

weighting functions as well. Descriptions of these models

will appear in the final report.

Background, motivation, and discussions of previous

work related to this effort are found in Ref. 4. The work

tasks, as outlined in Ref. 4, are listed in Figure 1-1. Pro-

gress achieved to-date for each task is indicated by shaded

bars.

The remainder of this report is organized as follows.

Section 2 provides a description of the satellite weighting

function models used in this effort. A description of the ra-

diance gradient error model is also provided. Section 3 de-

tails the baseline algorithm formulation including all
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Figure 1-1 Progress in Development of the Statistical
Wind Profile Estimator

assumptions and equations. An extension to the baseline algo-

rithm, based on a closed-form iterative approach, is described

as well. In Section 4 the data to be used in producing pre-

liminary demonstration results are identified and described,

and simulation results for algorithm and software verification

are presented and discussed in Section 5. A summary is pro-

vided in Section 6.
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2. MODEL FORMULATION

For use during algorithm development and testing,

parametric forms for the baseline kernel functions and the ra-

diance gradient error model have been defined. In addition to

their utility during algorithm checkout and demonstration,

these models provide the means to determine estimate sensi-

tivities to various model components. The parametric models

for the kernel functions and the radiance gradient error model

are described in Sections 2.1 and 2.2, respectively.

2.1 SPECIFICATION OF THE KERNEL FUNCTIONS

As will be discussed in Section 3 the theoretical ra-

diance measured by the satellite radiometer in each specific

channel is computed from the radiative transfer equation in-
volving a vertical integral of a product of temperature and a
frequency-dependent kernel function. The kernel or weighting

function K. (z) associated with the ith channel of the satellite

radiometer is given in Ref. 4 as

dBi () dTi

Ki (z) = d- 1  [To (z)]-]-i. (z) (2.1-1)

where B is the Planck function at the ith frequency or wave

number, T is temperature, z is an altitude variable, T (z) is0
a given nominal temperature profile, and T. is the transmit-

1

tance function at the ith frequency.
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The Planck function for a discrete wave number v. is1
given as

3

Bi (T) V (2.1-2)
exp(c2 vi /T) - 1

where B is black body radiance in W M-2 sr-1 cm, T is absolute

temperature (deg K), and c1 and c2 are constants (ci=1.1911*10-8

W M- 2 sr -1 cm 4 and c2 =1.439 cm deg). Differentiating Eq. 2.1-2

with respect to temperature yields

d~i c CV4 exp(c V / T )
dB C c2  2  (2. 1-3)
dT T 2 [exp(czvi /T)-I]l

values for this term at each wave number of interest are com-

puted using the nominal temperature profile.

The transmittance T .(z) at wave number v. from alti-
1 1

tude z to the "top" of the atmosphere is a complex function of

atmospheric constituents. In this effort the vertical deriva-

tives of T. needed to evaluate the kernel functions (Eq. 2.1-1)1

are represented by analytic expressions fit to published

curves. Plots of the derivative function

- dri, (2.1-4)
dp2/-7

for the HIRS/2 are contained in Figures 2.1-1 and 2.1-2 (see

Ref. 5). Parameter values a, b, c at each v. for which the1

following functional form

(p) = a pb exp(-cp) (2.1-5)
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best fits Eq. 2.1-4 have been determined. The best fit crite-

rion used is the quadratic function

n

T T p )- (p H(2.1-6)1 3 3

j=l

where the n pressure levels are preselected. Sample fits are

illustrated in Figure 2.1-3. As a rule, the fit is best for

roughly bell-shaped curves, e.g. those corresponding to chan-

nels 2 and 15. The fit for the curve corresponding to channel

6 is improved by weighting points in the 250-1000 mb range

more heavily, as illustrated by the dotted line. From these

parametric forms, it follows that

dT, dTr
dz-a 7p exp(-cp) (2.1-7)

dz d(ln p) 7 )

The product of Eqs. 2.1-3 and 2.1-7 is, for each frequency,

the desired kernel function.

2.2 RADIANCE GRADIENT ERROR MODEL

In this section a matrix expression for the fre-

quency-dependent radiance gradient error model is derived.

Published values of HIRS/2 radiance measurement error standard

deviations are directly incorporated using a prescribed ana-

1:tic measurement error covariance model. The geometry of the

gradient computation is contained in the gradient error model

by modeling the specific bicubic splne derivative operations

made on the radiance data. For each frequency, radiance

measurements form a scalar-valued function r defined on a pla-

nar, N by N grid as pictured in Figure 2.2-1. A standard

x y
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bicubic spline routine yields radiance gradients, for each

frequency, at any preselected grid point. It is shown in Ap-

pendix A that the radiance gradient at grid point (j,k) is a

linear transformation of the vector r of all radiance measure-

mens over the grid, i.e.

_r_ k  = Fj ,kr (2.2-1)

where

(r 1 r r1 r 1, r 2 1  r r 2N rNY r )T

-- ' '2  . 2,2 2 NN N~,2 - ,N

(2.2-2)

and F is a certain 2 by (N * N ) matrix which, as indicatedjk x y

notationally, is dependent on the gridpoint. Equation 2.2-1

provides an analyticaIll convenient form for deriving the
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radiance gradient error model given a radiance measurement er-

ror model, especially in the case in which spatial correla-

tions are modeled. Since Eq. 2.2-1 yields the gradient at one

point, an averaging procedure has been defined to reduce data

errors and smooth results, if necessary'. The average radiance

gradient. over a prespecified subgrid of N points is given by
s

ave Ns
J k

=F r

where the summation extends over the subgrid and where

F = z: Fj k (2.2-4)
N_ '2

j k

The averaging process yields a more representative radiance

gradient in the subgrid region. It follows that the radiance

gradient error covariance matrix F, defined by

F = E T (2.2-5)

where 2rave is the error in the computed gradient, can be
written as

F= F ( FT (2.2-6)

where (P denotes the radiance measurement error covariance ma-

trix. The remainder of this section is hence devoted to the

specification of F.



Under the reasonable assumptions that radiance meas-

urement errors for one frequency are isotropic in space and

possess an autocorrelation function that decays exponentially

with horizontal distance, it follows that

E{rab) =C2 exp (-da_ (2.2-7)

where

r= r- r (2.2-8)

the difference between measurement and truth, a and b refer to

spatial locations, d denotes the Euclidean distance betweena,b

a and b, D is a correlation distance parameter and o2 is the

instrument noise variance for the channel. For preliminary

algorithm work, the parameter D is taken to be 300 km. Error

standard deviations from Ref. 6 are listed in Table 2.2-1.
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TABLE 2.2-1

HIRS/2 RADIANCE ERROR STANDARD DEVIATIONS

CHANNEL CHANNEL WAVE NUMBER ERROR STD. DEV.

(cm -1 ) (mw/m2sr cm - 1

1 669 3.00

2 680 0.67

3 690 0.50

4 703 0.31

5 716 0.21

6 733 0.24

7 749 0.20

8 900 0.10

13 2190 0.006

14 2210 0.003

15 2240 0.004

16 2270 0.002

17 2420 0.002

18 2515 0.002

19 2660 0.001
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3. ALGORITHM DEVELOPMENT

3.1 THE BASELINE ALGORITHM

The radiative transfer equation and the thermal wind

equation are the key elements in the derivation of the

baseline algorithm. The radiative transfer equation relates

the radiance, Ri, measured by a satellite-borne radiometer at

wave number v. , to the atmospheric temperature profile. The
1

following simple form of the radiative transfer equation,

based on a given temperature profile (e.g., from a forecast

field), is derived in Ref. 4:

Ri = + f Kj (z) T(x, y, z) dz (3. 1-1)

where,

x,y define zonal and meridicnal directions, respectively

R° is a constant
1

zT defines the 'top of the atmosphere'

K. (z) is an approximately known weighting function at wave
number v. (see Sectinn 2.1)

1

T(x,y,z) is the temperature profile at location (x,y)

z is the vertical coordinate defined by

z = In(p 0/p)
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where p denotes pressure and p denotes surface pressure.

Assuming that horizontal variations of K. are negli-

gible (following the treatment given in Ref. 4), the radiance

gradient is determined from Eq. 3.1-1 as

VR, (x, y) = f K, (z) VT (x, y, z) dz (3.1-2)

Equation 3.1-2 represents a two-vector with x and y components

aR i I aT

jR K1 (z) -x (z)dz (3.1-)

f~r aT

-Ri = K, (z) (z)dz (3.1-4)
ay

where the dependence on horizontal position has been sup-
pressed.

The thermal wind equation relates the thermal wind,

MT i.e., the vector difference between geostrophic winds (V,)

at two levels, to the horizontal temperature gradient

VT (ZIZ.) = V0 (z.) - _V (zR) Tf(k x T dL (3.1-5)

where

R is the gas constant

f = 2MSin(4i) is the Coriolis constant at latitude ( (-(2

is the earth rotation rate)

(U-13



k is a unit vector in the vertical direction.

The horizontal gradient in this expression is within

constant pressure surfaces as opposed to a fixed geometric al-

titude. As discussed in Ref. 4, however, the difference is

assumed negligible in this effort. The scalar components of

V are given by
-T

UT(Z, zu) = uG(z)- U(j(Zj) - R -f aT dz (3. 1-6)f ,1 ay

VT(Zj, Zu) = v(i(7,) - vi(zj) - R ,- iaT dz (3. 1-7)f I ax

where u and v denote the zonal and meridional components, re-
spectively.

The possibility of estimating thermal wind directly

from radiance data is suggested by the similarity between

Eqs. 3.1-2 and 3.1-5. Both involve vertical integrals of the

temperature gradient profile. However, the integral in

Eq. 3.1-2 is over the entire atmosphere and is weighted by K.i.

while that in Eq. 3.1-5 is unweighted and limited to the layer

defined by (z) ,z ). In light of this, a function is defined

W(z) otherwise (3.1-8)

For notational convenience the dependence on the interval

(z) ,zu ) is suppressed throughout the remainder of the report.

Equation 3.1-5 can now be written as
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YT = R W(z)[k x VT] dz (3.1-9)f

The zonal and meridional scalar components are given respec-
tively by

UT = R W(z) --T dz (3.1-10)U - f J. ay

VT = R ZT W(z) .aT dz (3 1-11)VT f f), ax

Now, a linear estimator is defined using computed (that is,
estimated) radiance gradients for available frequency channels

RE R
UT -C (3. 1-12)

f ay

where the ci are constants to be optimally determined. Hence-

forth, for simplicity, only the zonal component will be

treated here. An analogous procedure for the meridional com-

ponent is evident using radiance derivatives in the x direc-

tion. The computed radiance gradients consist of true plus

error quantities (-denotes an error quantity)

-- i = A , + (3 .1 -13 )
iy iy :y

For convenience in the algebraic manipulations which

follow, the radiance gradient terms and kernel functions for

all available frequencies are organized into vectors, i.e.,
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a 1  R1

K K2AR2 - aR2

= g = -- = .(3.1-14)a y - b y-

Thus Eq. 3.1-12 is expressed in the form

UT _ R - T (3. 1-15)
UT - g C

where

_ (3.1-16)

The statistical estimation problem consists of determining the

o .efficients Q to minimize the estimation error. For the zo-

nal component this is g . -. by the difference between

Eqs, 3.1-5 and 3.1-10

6T R [ -fzC 
r W(z) aT dz] (3.1-17)

- f -W(z ay

Using Eqs. 3.1-4 and 3.1-13, Eq. 3.1-17 is expressed as

UT -- [ c - [W (z) - K1. cj-T dz (3. 1-18)
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The statistical minimization criterion is represented by

J = E Ju -}(3.1-19)

and is quadratic in _.Q By differentiating Eq. 3.1-19 with re-

spect to a and setting the result equal to zero, the minimiz-

ing solution is found to be

C = P-1 q (3. 1-20)

where

P = 1- + 0 (3.1-21)

q = aO (3. 1-22)

In Eq. 3.1-21, the F matrix represents the covariance of the

i diance gradient errors as described in Section 2.2. The

vector O and the scalar ( involve the temperature gradient and

the satellite weighting functions and are computed by the ft.l-

lowing numerical quadratures:

f K --T d =_. (z_( () + K (zk) (zk.1 - zk) (3.1-23)

= Z d (aT, + T) (Zkl - (3.1-24)
ay 2 k
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where N is the number of vertical levels and the symbolL
denotes approximate equality. The root mean-square-error

(rmse) in the thermal wind estimate is given by

Rl

=~s T(2-qTP-1 )Y(3. 1-25)rms - f (2 -9 -

It is worth noting that the minimization criterion

results in a biased thermal wind estimate. This is seen by

taking the expected value of Eq. 3.1-18. The bias is found to

be

(UT)B [ W(z) - K --- dz (3.1-26)

Although an unbiased estimate could be determined, it would

not be optimal in the sense of minimum mean-square-error.

3.2 ITERATIONS AND STEADY-STATE

Reference 4 suggested a method for extending the al-

gorithm in Section 3.1. As a consequence of Eq. 3.1-6, it

makes sense to update the guess of the temperature derivative

profile by

aj ~f d
new (Z) R Z0Ti v (z) - -R dz,, U-r(z) (3.2-1)

- P-1 0 a ,,,o(z) (3.2-2)

where the second equality follows from Eqs. 3.1-15 and 3.1-20.

The new guess of the temperature derivative profile could

then, in turn, be used to compute a new thermal wind by

• | | |



Eq. 3.1-12 and hence another update of the temperature deriva-

tive by Eq. 3.2-2. This iterative process could be carried

out indefinitely, assuming it converges eventually to a physi-

cally meaningful function. The validity of this assumption

has been the focal point of a thorough investigation of the

iterative approach, of which only conclusions are reported

here.

The setting defined in Section 3.1 (considering only

the zonal wind component) is a special case of the setting de-

fined in Ref. 4 (considering both zonal and meridonal wind

components simultaneously and minimizing a sum of squares cri-

terion). For the sake of maximum generality, we discuss it-

erative investigation conclusions in the latter setting. To

define circumstances under which the iterative procedure

yields meaningful results requires changing the notation in

Section 3.1 to fit the more general vector case. Equa-

tion 3.1-15 becomes

R - (3.2-3)
VT -- G c

f

where G is a 2xn matrix of radiance gradient terms

A,1 aR2

ay dY (3. 2-4)G=

aR__ aR2

ox ax

and a is given by Eq. 3.1-20, where

P = r + o'0-1 (3.2-5)

q = E)L (3.2-6)
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and E and a are the matrix and vector generalizations, respec-
tively of 0, a defined by Eqs. 3.1-23 and 3.1-24. The itera-

tion given by Eq. 3.2-2 is now replaced by

VTi-1 (z) = G P,' Oi VT, (z) (3.2-7)

where i is the iteration index.

Many approaches exist in the mathematical literature

for determining conditions necessary and/or sufficient for a

function sequence

{.Vi (z) } _ 0 (3.2-8)

to converge. In this case, the most promising approach in-

volves looking not directly at the above function sequence,

but instead at an associated nxn matrix sequence

{ X i = (3.2-9)

where

Xi = i oir (3.2-10)

Note that each X. has rank at most 2 since e. is nx2. The1 1

advantages of a finite-dimensional linear algebraic formula-

tion over an infinite-dimensional functional analytic formula-

tion will become obvious as the discussion progresses. Since

combining Eqs. 3.1-23 and 3.2-7 yields

i, = 6 (F + eey ' ee , (3.2-11)

it follows that
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xi,, = X, ( r + X,)- 6T6 ( F + Xi )- Xi , (3.2-12)

i.e., the matrix recursion involves no integrations. Note
that if

uniformlyt{_I } i VT (3.2-13)

then

X liM Xi (3.2-14)

exists, i.e., convPrgence of (Xj is necessary for uniform con-
vergence of (VT}; moreover, the limiting function VT must sat-

isfy

VT = G (r + X) - , X(F + X) - I 6T VT (3.2-15)

i.e., VT is a fixed point under the action of a certain 2x2

matrix based on X. In particular, the direction of VT is con-

stant (with respect to z) unless

G (F + x) - 1 x(r + Xy - 6 T = 1 (3.2-16)

No analogous restrictions on the length of VT have yet been

found (approximate schemes are under consideration). The im-

portance of obtaining the limit X (in closed form, if possi-

ble) is nevertheless evident.

The following Theorem provides conditions sufficient

for {X} to converge.
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Theorem Suppose that there exist n-vectors

a. b, u, v

and scalars

xo > 0, V > 0

satisfying the two decomposability conditions

G = a a t  + bb bT
-- a(3.2-17)

X0 XO uuT + YO vv T

and the two orthogonalitv conditions

vT F- = U 0

(3.2-18)
a6 + #,y 0

where

a =uT F- 1 a J v r-1 b
(3.2-18)

y = uT r-1 b 6 vT r-' a

Then

X :lim Xi

exists. Moreover, there exist x > 0 .,,d y > 0 such that

X = X U UT + y y VT

Explicit formulas can be written for x and y under each of
four cases.

For convenience, let
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SU' r r-, u

= V-r r-, V

Formulas are written out for x in each case. Similar formulas

for y are obtained by replacing a, y, A, x0 by f y, 6, yo respec-

tively in each expression.

Case i) If

0 < 4A < a2 +

and

a 2  + y' - 22 - Va2  + y2  v'a2  + y2- 4A < 21 2Xo,

then

(1 + - 2A + ,"a1 + "a a 2  + y - 4Ax = 2?.2

Case ii) If

0 < 4A < a2 + y

and

a 2  + 2 - 2? - ,a 2  + a2 a 2  + 12 - 4. = 22X,

then

X = Xo

Case iii) If

0 < 4 = a2 +

and

a2  + y _ 2A !s 2.2xo,

then

a 2 + y2 - 2?
X = 2?.2

Case iv) Otherwise x = 0.
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Thus one observes from the Theorem an "upper bound"

on the covariance matrix r (in terms of the two quantities A

and y) for which nonzero limits X exist. This upper bound may

be thought of as a "reasonableness" bound, beyond which the

iteration procedure converges to physically unrealistic pro-

files.

We wish to emphasize the importance of closed form

solutions as presented in the Theorem statement. The itera-

tive procedure for estimating temperature gradient profiles

need not be iterative if such formulas are always applicable.
The advantage of such formulas is that they would not be sub-

ject to possible slow convergence rates which have frequently

occurred during computer experimentation using artificial in-

puts (and which might be hazardous and expensive if programmed

into a wind profile estimation procedure).
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4. SUPPORTING DATA FOR ALGORITHM DEMONSTRATION

The radiance data, rawinsonde data, and temperature

field data described in this section have been acquired for

Durposes of algorithm evaluation and demonstration. No data

processing results have been prepared for this interim report,

but demonstration results will be featured in the final report

due at the end of the contract period.

4.1 RADIANCE DATA

Radiance data from the High Resolution Infrared Ra-

diation Sounder/2 (HIRS/2) of the NOAA-7 polar orbiting satel-

lite has been obtained for algorithm demonstration purposes.

The device is a part of the TIROS Operational Vertical Sounder

(TOVS) instrument package and senses radiation in 20 channels

in the infrared spectrum. The data set covers the region 10°W

- 50E and 30°N - 430N (Western Europe and a small part of

North Africa) as shown in Fig. 4.1-1; data for 4 March 1982

1300 UTC are included.

The radiance data obtained had been preprocessed to a

'Level 1-B' format. Data in this form are 1) quality con-

trolled, 2) assembled into discrete data sets, and 3) un-

calibrated and untransformed. Calibration coefficients and

earth locations are included in the data set.

The data contains brightness temperatures which must

be adjusted using band-correction coefficients and converted
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Figure 4.1-1 Coverage of Demonstration Radiance Data Set

to radiances. The required apparent brightness temperature,

T*, is given by

T = cT. + b (4. i-I)

where T, is the band-corrected brightness temperature and b

and c are coefficients dependent on the sensor and channel.

Using T*, a radiance is computed using the Planck Function

(Eq. 2.1-2) at each channel frequency.

With a grid of radiance values established, radiance

gradients at each grid point are computed using a bicubic
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spline routine. (Routines from the IMSL library were used in

this effort.) The grid, however, is aligned with the satel-

lite scan (s) and track (t) directions. The desired gradients

in zonal and meridional directions are given respectively by

aR aR at aR as-+ - - (4.1l-2a)
ax at ax as ax

AR R at + AR as (4. 1-2b)

ay at ay as a3y

with

at at aq-pat a a(4. 
1-3a)

ax a ax

at at a4 1a = (4. -3b)ay ao ay

as as av (4. 1-3c)

ax a Vax

as as a-- (4. 1-3d)

ay ao ay

where ip, ¢ are earth longitude and latitude (in radians) re-
spectively, and, under the assumption of a spherical earth,

ap I (4. 1-4a)

ax R, cos

a - I (4. 1-4b)
ay R,

where Re is the radius of the earth in kilometers. The satel-

lite track/scan geometry relative to earth is such that ana-
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lytic expressions for the derivatives at/inp, it/ij, is/d, and as/;io

do not exist. However, earth latitude and longitude for every

radiance data point is included in the data set. Therefore

these derivatives were computed numerically using finite dif-

ferences.

Finally, to compute aR/at and R/Os, the radiance data

were fit to a surface using a cubic spline routine. The de-

rivatives were evaluated from this surface at every grid

point.

4.2 RAWINSONDE DATA

Rawinsonde observation (RAOB) data were ordered from

the National Climatic Data Center (NCDC) to provide 'truth'

data for comparison with estimation results. Data from sev-

eral RAOB sites on or near the Iberian Peninsula, an area cov-

ered by the radiance data, were ordered. However, for 4 March

1982 1200 UTC (the synoptic time nearly coincident with the

collection of the radiance data) upper air data for only one

station, Gibraltar (08495) were available. This finding was

both disappointing and puzzling since Ref. 7 presents maps of

thickness values at various pressure intervals for these Ibe-

rian sites.

The Gibraltar u and v wind component profiles are

shown in Fig. 4.2-1. A northwesterly flow from 1000 mb to

500 mb is indicated. Above this layer, the flow weakens, and

winds become light and variable in direction.
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Figure 4.2-1 Gibraltar Rawinsonde Wind Data

4.3 TEMPERATURE FIELD DATA

Paper copies of 850, 700, 500, 300, 200 and 100 mb

National Meteorological Center (NMC) height contour and tem-

perature analyses were ordered from NCDC for 4 March 1982

1200 UTC. Wind speed analyses replaced temperature analyses

for the 300 and 200 mb levels. Therefore, these temperature

fields were subjectively analyzed over the area of interest.

Temperatures were interpolated to a one degree by one degree

grid for display and gradient calculation purposes. Fig-

ures 4.3-1 through 4.3-4 show the 850, 500, 200, and 100 mb

temperature analyses.
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The 850 mb temperature analysis (Fig. 4.3-1) indi-

cates a strong temperature gradient oriented north-south over

the Iberian Peninsula. The isotherm pattern corresponds to a

"dry" cold front oriented northeast to southwest. The 500 mb

isotherms (Fig. 4.3-2) indicate a strong gradient over the

northern half of Spain; the gradient weakens southward. At

200 mb (Fig. 4.3-3), an interesting temperature pattern devel-

ops. A cold area is noted near Gibraltar with a weak tempera-

ture gradient to the north and strong gradient over Morocco

and Algeria. Finally, the 100 mb isotherm pattern

(Fig. 4.3-4) reveals a reversal in the direction of the gradi-

ent with cold air to the south and warmer air to the north.

This pattern is expected due to the increasingly higher level

of the tropopause with decreasing latitude. These analyses

along with the 700 and 300 mb analyses (not shown) are used to

compute temperature gradients near and around Gibraltar.



5. BASELINE SIMULATION RESULTS

For purposes of algorithm and software verification,

simulation results have been generated using the baseline al-

gorithm (Section 3.1). The objective here is to analytically

compute radiance gradients from a simple, prescribed tempera-

ture field and the satellite weighting function models, exer-

cise the algorithm with these simulated data, and compare the

computed thermal wind estimates with the 'true' values com-

puted directly from the thermal wind equation. The simulation

procedure for the zonal wind component is detailed below, fol-

lowed by simulation results.

For simplicity, but with no loss in generality, the

temperature field is prescribed with a horizontal gradient

which does not vary with altitude. That is,

T(y,z) = Py + yz (5-1)

where

1 sT = CONSTANT (5-2)
ay

The overbar emphasizes the constancy of the derivative. The

zonal thermal wind for the layer (zI, z ) is computed from

Eq. 3.1-6 as

u -R aT Az (5-3)
f ay
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where

Az = Z u - Z, (5-4)

This uT represents the true value for comparison with simula-

tion results.

Radiance gradients are computed from the prescribed

temperature field and the satellite weighting functions (which

depend on the vertical temperature profile) using Eq. 3.1-4.

The computation is simplified as a result of the vertically

constant temperature gradient. At each relevant wave number,

ZT

_ = T_ K idz (5-5)

Since the K. are represented as analytic forms (see Sec-1

tion 2.1), an IMSL routine (DCADRE) readily computes the inte-

grals to a specified accuracy. The computed gradients at

selected frequencies, along with the prescribed temperature

information, are the inputs to the baseline algorithm.

To show that the baseline algorithm will produce the

correct wind estimate in the absence of noise and numerical

error (due to using the trapezoid rule), let

ZT aR1
f K1 dz

ZT - R 2  (5-6)L [K2dz a Y(56

fo

I g=

G- 34



and use Eq. 5-5 to get

g = aT L (5-7)
ay

The zonal thermal wind estimate is given by (see Eq. 3.1-15)

- -R gT c
UT =-f - (5-8)

whero, following the treatment of Section 3.1,

a = P-1 q (5-9)

P = r + 9 6 T (5-10)

q = a (5-11)

and, for this case,

5iT
0 = - L (5-12)

ay

a = AZ (5-13)
ay

Using Eqs. 5-7, 5-8, 5-9 and 5-12, the thermal wind estimate

for vanishing radiance gradient errors becomes

[-"O (UT) = r--,O- -

rn RrnT3 (5-14)
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Applying the Sherman-Morrison formula (Ref. 9) to Eq. 5-10,

P-' is given by

P-1 = F-I + (5-15)

Now Eq 5-14 can be expressed as

Jim
F-0O{T

J -- T[_I - ) ( [ O'rF-}1 (5-16)F-0 f- I + )rF 0 - tie- )(818

which becomes

11 NT) i 1 - _ (5s- 5 17)

rlim F, _( + "F )

- R ( a T - 0  (5-18)
[- rof i + #r-_

- R - RdiT
- a - = U-r (5-19)f f ay

Thus the thermal wind estimate UT approaches the true value uT

as the radiance gradient error covariance matrix approaches

zero. This result not only provides theoretical justification

for the baseline algorithm but also enables a check for verti-

cal discretization and numerical integration errors.
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Using a vertically constant meridional temperature

gradient of -0.0065 deg K/km and estimating the zonal thermal

wind for the layer 850-700 mb, simulation results have been

generated and are summarized in Table 5-1. It is clearly

shown that as the radiance gradient error covariance matrix,

F, approaches zero, the estimates approach the correct value,

as dictated by the theoretic treatment above. Since radiance

gradient errors are the only random errors presently modeled

in the baseline algorithm, the estimate root-mean-square-error

also vanishes as F decreases.

The simulation procedure not only serves to verify

the algorithm and implementation, but also provides a useful

tool for sensitivity studies. For example, estimate and esti-

mate error sensitivities to the following quantities can be

determined

* Radiance measurement error model parameter

* Radiance gradient errors

* Satellite weighting functions

TABLE 5-1

BASELINE ALGORITHM SIMULATION RESULTS

ZONAL WIND, uT ROOT-MEAN-SQUARE-ERROR
(m/s) (m/s)

TRUE VALUE 3.5

BASELINE RADIANCE 2.5 1.6
GRADIENT ERROR
MODEL, F

[/10 3.3 0.7

F/100 3.4 0.2
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* Temperature errors

* Temperature gradient errors

* Channels selected

Further work in this area will assist in error model develop-

ment, particularly for the satellite weighting functions and

temperature and temperature gradient errors.

The simulation results are encouraging, but in proc-

essing actual radiance data the wind estimates may deviate

from observed values for the following reasons

* nonzero radiance gradient estimation (i.e.,

calculation) errors

* inexact satellite weighting functions

* differences between true winds and
geostrophic winds

* observation errors

* temperature and temperature gradient errors

Demonstration results using the data sets described in Sec-

tion 4, among others, will be presented in the final report.
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6. SUMMARY

An optimal thermal wind estimation procedure directly

utilizing frequency-dependent spatial radiance gradients has

been described herein. The procedure is optimal with respect

to the models developed for radiance gradient errors and sat-

ellite kernel functions. A nominal temperature profile and

temperature gradient profile, to be provided operationally

from a forecast, are key elements of the procedure. This in-

terim report presents both a baseline formulation and an ex-

tension of that approach based on iteratively updating the

temperature data along with the thermal wind estimates.

The baseline algorithm and software was verified us-

ing simulated radiance gradients. Simulation results were

shown to be consistent with baseline algorithm theoretical

calculations. Actual HIRS/2 radiance data, described herein,

will be used for algorithm demonstration later in the contract

period, and results presented in a final report.
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APPENDIX A-i

TRANSFORMING RADIANCE MEASUREMENTS INTO RADIANCE GRADIENTS

The objective of this appendix is to find a 2 x

Nx * Ny matrix, F ,k' such that the radiance gradient at grid

point (j,k) can be obtained by multiplying the vector r of all

radiance measurements over the grid (as defined by Eq. 2.2-2)

by Fj, k . This form is useful in developing the radiance gradi-

ent error model.

Figure A-i illustrates an N by N radiance grid withx y

horizontal separation distance parameters Ax and Ay. The

partial derivative of radiance r at point (j,k) with respect

to x is calculated using r values along the jth row of the

grid; the partial derivative of r with respect to y is calcu-

lated using r values along the kth column of the grid. The

cubic spline routine passes a set of cubics through the radi-

ance values of either row or column, using a new cubic in each

subinterval. In order for both the slope and the curvature to

be the same for the pair of cubics that join at each point,

the following equations must be satisfied for i = 2, 3, ..

N -I (see Ref. 8)
x

- A' r, + 4 + = 3rr.i_ - 3r.i, 1  (A-i)
cix cix x

and, for i = 2, 3...... N -1:y

_ y ( dr,-lk AdrI.k __,,_. -

+ +4 (rk 3ri-,k 3ri k (A-2)
oy Ay y)



6-09226
3-30-88

ROW N , 0 0 0 0 0 0 0
(N k)

V

* 0 0 00 0

Ax

ROWj 0 0 0 0 

(1, k

COL I COL k COL N

Figure A-i Radiance Grid

Boundary conditions (known as "not-a-knot" conditions) are
given by:

-Ax 2'r,' + 4 r2 = 5r j I - 4 r j 2  
-

r j ' 3  (A-3)

-AX ( 4arj.NX-l + 2 rL )= r j ' .; - 2 + 4rj 'N, - l - 5 r
1,N (A-4)

-Av (2 ar1 k + 4 = - r3 'k (A-5)

- Ay 4 + 2 -- ) = rN,-2.k + 4r. , - 5rN.k (A-6)
y 1y

A-1-2



Equations A-I through A-6 permit calculation of the transfor-

mation matrix Fi k . Define N× by N× matrices Qx and Px as the
coefficient matrices of the left hand sides and right hand

sides, respectively of Eqs. A-I, A-3, and A-4. Equivalently,

Ax Q, P-F (A-7)

aox

For instance, if N : 7, thenX

2 4 0 0 0) 0 0
1 4 1 0 0 0 0
0 1 4 1 () 0 0

QX 0 0 1 4 1 0 0 (A-8)
0 0 0 1 4 1 0

o 0) 0) 0 1 4 1
0 0 () 0 4 2

5 -4 -1 0 0 0 0

3 0 -3 0 0 0 0

0 3 ) -3 0 0 0

PX 0 0 3 0 -3 0 0 (A-9)

0 0 0 3 0 - 3 0

0 0 0 () 3 ) 3
0 0 0) 0 1 4 - 5

The boundary conditions are captured in the first and last
rows of Q. and PX, with the remaining conditions occurring in-
between. Define N by N matrices Q and Py similarly. Then,
if
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vT Jt row of -1 'P, (A- 10)
Ax QP

J k th row of -__Q 1 Ip (A-11)
AN,

it follows that

rj. I

rj. 2

1 1 = (A- 12)
a ar.k I T W I r1 ,k\ ~ -r2.k

The final step consists of defining an (NX +N ) by (NX * N ) ma-
trix H. such that

-j j r (A- 13)
rik

r-) k

rN,. L

it can be easily shown that
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Te(J- 1) N*&sI

H =l~ (A - 14)

T
N-I) N.,+k

where a. denotes the ith unit vector in (NX* N ) dimensional
space. Hence

Fj.k.k (A-15)

is the desired transformation matrix and

RE - Fj.k r (A-16)

as was to be shown.
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